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Preface

Our book is a selection of works presented at the Conference of Mathematical
Physics “Kezenoi-Am 2016”. The Organising and Programme Committee of the
conference tried to create a programme which embraces the variety of research
directions inspired by the modern developments in Mathematical Physics and the
theory of Integrable Systems. The authors of the included papers are well known
mathematicians from several research groups in Europe and Russia. We hope that
the book will attract the attention to these areas of research, and will be interesting
both to experts and young researchers.

The Conference of Mathematical Physics “Kezenoi-Am 2016” is the first in the
series of conferences which are being held partly in the city of Grozny, and partly at
a beautiful mountain lake “Kezenoi-Am” of the Chechen Republic, Russia. These
conferences are generously supported by the Chechen State University (CheSU),
which is driven by the goal to support mathematical culture in Chechen republic. It
is important to note that the Chairman of the Organizing Committee, Rector of the
CheSU, Prof. Zaurbek Saidov, encourages the idea that the organization of inter-
national conferences with the participation of world recognized researches is the
optimal way to motivate and attract students to research. During the participants’
welcoming, he stressed out that he considers our conference to be a quite important
step towards this direction. We are especially grateful to him for his support and
help in the organization of this series of successful international conferences. We
are also grateful to the Vice-rector of CheSU, Prof. Zaur Kindarov for his support
and hospitality. Dr. Dmitry Grinev played an essential role in the organization
of these conferences. We would like to thank him for his activity and patience
throughout this procedure.

Finally, we acknowledge that this work was carried out within the framework
of the State Programme of the Ministry of Education and Science of the Russian
Federation, project 1.12873.2018/12.1.

Yaroslavl, Russia Victor M. Buchstaber
June 2018 Sotiris Konstantinou-Rizos

Alexander V. Mikhailov
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Introduction

Victor M. Buchstaber1, Sotiris Konstantinou-Rizos2(B), and
Alexander V. Mikhailov3

1 Steklov Mathematical Institute, Russian Academy of Sciences,
8 Gubkina str., 119991 Moskva, Russia

buchstab@mi.ras.ru
2 Centre of Integrable Systems, P.G. Demidov Yaroslavl State University,

144 Soyuznaya str., 150007 Yaroslavl, Russia
skonstantin84@gmail.com

3 School of Mathematics, University of Leeds, LS2 9JT Leeds, UK
a.v.mikhailov@leeds.ac.uk

Abstract. This chapter outlines the current trends in mathematical
physics and the theory of integrable systems to which this book is
devoted. The subject of this book is quite diverse and covers a wide
range of problems. In fact, each chapter is devoted to a specific problem
and contains links to articles and monographs in the literature where all
the necessary definitions and constructions can be found. Here, we indi-
cate the interrelationships between several research directions in this field
of science that until recently were regarded as independent and distant
from each other

Keywords: Integrable Systems · Mathematical Physics ·
Algebro-geometric methods

The modern development of Mathematical Physics has been greatly influ-
enced by the theory of Integrable Systems. At the same time, the theory of
Integrable Systems absorbed classical methods of Mathematical Physics based
on the theory of differential equations, complex and functional analysis including
the theory of distributions. Due to the theory of Integrable Systems, a variety
of methods traditionally belonging to pure mathematics was able to solve con-
crete applied problems. In particular, algebro-geometric methods in periodical
problems of soliton theory and the spectral theory of Schrödinger operators in
periodic electromagnetic fields gave new life to algebraic geometry, the theory of
Abelian functions, the theory of Riemann surfaces and the theory of functional
equations. It is remarkable that methods of Integrable Systems were used in
the solution of the long standing classical Riemann-Schottky problem in alge-
braic geometry. The theory of finite-dimensional Lie algebras plays an important
role in classical mechanics. The theory of Integrable Systems stimulated further
development of the theory of infinite-dimensional Lie algebras, and gave rise to
a number of unsolved problems and fruitful concepts.

c© Springer Nature Switzerland AG 2018
V. M. Buchstaber et al. (eds.), Recent Developments in Integrable Systems and Related
Topics of Mathematical Physics, Springer Proceedings in Mathematics & Statistics 273,
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2 V. M. Buchstaber et al.

It is well known that Mathematical Physics and the theory of Integrable
Systems are closely related to classical Differential Geometry. Long standing
problems, such as the embedding theorems and a description of Egorov’s co-
ordinates, were proved to be equivalent to key problems in the theory of Inte-
grable Systems. The theory of Integrable Systems also creates new, useful and
interesting research directions in the theory of infinite dimensional manifolds,
which originates from problems in Hydrodynamics and the Optimal Control
theory. The theory of Hopf algebras (a fundamental part of algebraic topology)
creates the basis for the theory of quantum groups which, in turn, was motivated
by the theory of Integrable Systems. Recently, the emerged and rapidly develop-
ing theory of Frobenius manifolds was proved to be connected with Hamiltonian
systems of partial differential equations with small parameter. The development
of the above-listed directions in classical and modern Mathematics, motivated
by problems in Mathematical Physics and Theory of Integrable Systems, is far
from completion.

As already mentioned in the preface, this book constitutes a selection of works
presented at the Conference of Mathematical Physics “Kezenoi-Am 2016”. In this
selection, we aimed to reflect the variety of problems and approaches mentioned
above. We have been pursuing the goal to foster the development of interfaces
between traditionally disjoint areas of research.



Numerical Instability of the Akhmediev
Breather and a Finite-Gap Model of It

P. G. Grinevich1,2,3 and P. M. Santini4(B)

1 L.D. Landau Institute for Theoretical Physics, pr. Akademika Semenova 1a,
Chernogolovka 142432, Russia

pgg@landau.ac.ru
2 Faculty of Mechanics and Mathematics, Lomonosov Moscow State University,

GSP-1, 1 Leninskiye Gory, Main Building, 119991 Moscow, Russia
3 Moscow Institute of Physics and Technology, 9 Institutskiy per., Dolgoprudny,

Moscow Region 141700, Russia
4 Dipartimento di Fisica, Università di Roma “La Sapienza”, and Istituto Nazionale

di Fisica Nucleare, Sezione di Roma, Piazz.le Aldo Moro 2, I-00185 Roma, Italy
paolo.santini@roma1.infn.it

Abstract. The focusing Nonlinear Schrödinger (NLS) equation is the
simplest universal model describing the modulation instability (MI) of
quasi monochromatic waves in weakly nonlinear media, considered the
main physical mechanism for the appearance of rogue (anomalous) waves
(RWs) in Nature. In this paper we study the numerical instabilities of the
Akhmediev breather, the simplest space periodic, one-mode perturbation
of the unstable background, limiting our considerations to the simplest
case of one unstable mode. In agreement with recent theoretical findings
of the authors, in the situation in which the round-off errors are negli-
gible with respect to the perturbations due to the discrete scheme used
in the numerical experiments, the split-step Fourier method (SSFM),
the numerical output is well-described by a suitable genus 2 finite-gap
solution of NLS. This solution can be written in terms of different ele-
mentary functions in different time regions and, ultimately, it shows an
exact recurrence of rogue waves described, at each appearance, by the
Akhmediev breather. We discover a remarkable empirical formula con-
necting the recurrence time with the number of time steps used in the
SSFM and, via our recent theoretical findings, we establish that the
SSFM opens up a vertical unstable gap whose length can be computed
with high accuracy, and is proportional to the inverse of the square of
the number of time steps used in the SSFM. This neat picture essentially
changes when the round-off error is sufficiently large. Indeed experiments
in standard double precision show serious instabilities in both the peri-
ods and phases of the recurrence. In contrast with it, as predicted by
the theory, replacing the exact Akhmediev Cauchy datum by its first
harmonic approximation, we only slightly modify the numerical output.

c© Springer Nature Switzerland AG 2018
V. M. Buchstaber et al. (eds.), Recent Developments in Integrable Systems and Related
Topics of Mathematical Physics, Springer Proceedings in Mathematics & Statistics 273,
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4 P. G. Grinevich and P. M. Santini

Let us also remark, that the first rogue wave appearance is completely
stable in all experiments and is in perfect agreement with the Akhmediev
formula and with the theoretical prediction in terms of the Cauchy data.

Keywords: Akhmediev breather · Rogue waves
Split-step Fourier method

1 Introduction

The self-focusing Nonlinear Schrödinger (NLS) equation

iut + uxx + 2|u|2u = 0, u = u(x, t) ∈ C (1)

is a universal model in the description of the propagation of a quasi monochro-
matic wave in a weakly nonlinear medium; in particular, it is relevant in deep
water [59], in nonlinear optics [15,46,49], in Langmuir waves in a plasma [51],
and in the theory of attracting Bose-Einstein condensates [14]. It is well-known
that its elementary solution

u0(x, t) = e2it, (2)

describing Stokes waves [50] in a water wave context, a state of constant light
intensity in nonlinear optics, and a state of constant boson density in a Bose-
Einstein condensate, is unstable under the perturbation of waves with sufficiently
large wave length [11,47,52,53,59,64], and this modulation instability (MI) is
considered as the main cause for the formation of rogue (anomalous, extreme,
freak) waves (RWs) in Nature [21,26,31,32,43,44].

The integrable nature [60] of the NLS equation allows one to construct solu-
tions corresponding to perturbations of the background by degenerating finite-
gap solutions [10,29,35,36], when the spectral curve becomes rational, or, more
directly, using classical Darboux [41], Dressing [61,62] techniques. Among these
basic solutions, we mention the Peregrine soliton [45], rationally localized in x
and t over the background (2), the so-called Kuznetsov [37] - Ma [40] soliton,
exponentially localized in space over the background and periodic in time; the
so-called Akhmediev breather [4–6], periodic in x and exponentially localized in
time over the background (2). These solutions have also been generalized to the
case of multi-soliton solutions, describing their nonlinear interaction, see, f.i.,
[20,27,29,30,63], and to the case of integrable multicomponent NLS equations
[9,19].

The soliton solution over the background (2) playing a basic role in this paper
is the Akhmediev breather

A(x, t;φ,X, T, ρ) ≡ e2it+iρ cosh[Σ(φ)(t−T )+2iφ]+sin(φ) cos[K(φ)(x−X)]
cosh[Σ(φ)(t−T )]−sin(φ) cos[K(φ)(x−X)] ,

K(φ) = 2 cos φ, Σ(φ) = 2 sin(2φ),
(3)

exact solution of (1) for all values of the 4 real parameters φ,X, T, ρ, changing
the background by the multiplicative phase factor e4iφ:

A(x, t;φ,X, T, ρ) → e2it+i(ρ±2φ), as t → ±∞,



Numerical Instability of the Akhmediev Breather 5

and reaching the amplitude maximum at the point (X,T ), with

|A(X,T ;φ,X, T, ρ)| = 1 + 2 sin φ.

Concerning the NLS Cauchy problems in which the initial condition consists
of a perturbation of the exact background (2), if such a perturbation is localized,
then slowly modulated periodic oscillations described by the elliptic solution of
(1) play a relevant role in the longtime regime [12,13]. If the initial perturbation
is x-periodic, numerical experiments and qualitative considerations prior to our
recent works indicated that the solutions of (1) exhibit instead time recurrence
[7,38,39,56–58], as well as numerically induced chaos [1–3], in which solutions
of Akhmediev type seem to play a relevant role [16–18].

We have recently started a systematic study of the Cauchy problem on the
segment [0, L], with periodic boundary conditions, considering, as initial condi-
tion, a generic, smooth, periodic, zero average, small perturbation of (2)

u(x, 0) = 1 + ε(x),

ε(x + L) = ε(x), ||ε(x)||∞ = ε � 1,
L∫

0

ε(x)dx = 0.
(4)

It is well-known that, if one perturbs the constant solution (2) by a small
monochromatic perturbation δu(x, t) = d1(t)eikx + d2(t)e−ikx, then in the lead-
ing order, the perturbation satisfies the linearized NLS equation

iδut + δuxx + 4δu + 2e4itδ̄u = 0, (5)

and a direct calculation shows that its solution is unstable iff |k| < 2. This
implies that, in our periodic Cauchy problem, if we expand the perturbation in
Fourier series,

ε(x) =
∑

j≥1

(
cje

ikjx + c−je
−ikjx

)
, kj =

2π

L
j, |cj | = O(ε), (6)

the first M modes ±kj , 1 ≤ j ≤ M , where M ∈ N
+ is defined through the

inequalities
L

π
− 1 < M <

L

π
, π < L, (7)

are unstable, since they give rise to exponentially growing and decaying waves
of amplitudes O(εe±σjt), where the growing factors σj are defined by

σj = kj

√
4 − k2

j , 1 ≤ j ≤ M.

Therefore, the perturbation becomes O(1) at times Tj = O(σj
−1| log ε|), 1 ≤

j ≤ M (the first stage of MI), while the remaining modes give rise to oscillations

of amplitude O(εe±iωjt), where ωj = kj

√
k2

j − 4, j > M , and therefore are
stable.
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Using the finite gap method [28,34,42], we have established that the lead-
ing part of the evolution of a generic periodic perturbation of the constant
background is described by finite-gap solutions associated with hyperelliptic
genus 2M Riemann surfaces, where M is the number of unstable modes. These
solutions are well-approximated by an infinite time sequence of RWs, and the
m-th RW of the sequence is described by the m-breather (m ≤ M) solutions of
Akhmediev type, whose parameters vary at each appearance following a simple
law in terms of the initial data [23–25]. In particular, in the simplest case of a
single unstable mode M = 1, corresponding to the choice π < L < 2π, we have
established that the initial condition

u(x, 0) = 1 + c1 exp(ik1x) + c−1 exp(−ik1x), |c1|, |c−1| = O(ε), k1 =
2π

L
(8)

evolves in the following way.
If 0 ≤ t ≤ O(1), we have the first linear stage of the MI, described by the

linearized NLS around the background (2):

u(x, t) = e2it
{

1 + 2
σ1

[
|α1| cos

(
k1(x − X+

1 )
)
eσ1t+iφ1+

|β1| cos
(
k1(x − X−

1 )
)
e−σ1t−iφ1

]}
+ O(ε2| log ε|),

(9)

where
α1 = c1 − e2iφ1c−1,
β1 = c−1 − e−2iφ1c1,

φ1 = arccos
(

π
L

)
= arccos

(
k1
2

)
,

and X±
1 , defined as

X+
1 =

arg(α1) − φ1 + π/2
k1

, X−
1 =

− arg(β1) − φ1 + π/2
k1

,

are the positions of the maxima of the sinusoidal wave decomposition of the
growing and decaying unstable modes. Therefore: the initial datum splits into
exponentially growing and decaying waves, respectively the α- and β-waves, each
one carrying half of the information encoded in the initial datum.

If |t − T1(|α1|)| ≤ O(1), where

T1(ζ) ≡ 1
σ1

log
(

(σ1)2

2ζ

)

, ζ > 0,

then
u(x, t) = A(x, t;φ1,X

+
1 , T1(|α1|), 2φ1) + O(ε), (10)

where A(x, t;φ,X, T, ρ) is the Akhmediev breather (3). It follows that the first
RW appears in the time interval |t − T1(|α1|)| ≤ O(1) and is described by the the
Akhmediev breather, whose parameters are expressed in terms of the initial data
through elementary functions. Such a RW, appearing about the logarithmically
large time T1(|α1|) = O(σ−1

1 | log ε|), is exponentially localized in an O(1) time
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interval over the background u0, changing it by the multiplicative phase factor
e4iφ1 ; in addition, the modulus of the first RW (10) has its maximum at t =
T1(|α1|), at the point X+

1 , and the value of this maximum has the upper bound

|A(x, t;φ1,X
+
1 , T1(|α1|), 2φ1)| = 1 + 2 sin φ1 < 1 +

√
3 ∼ 2.732,

2.732 times the background amplitude, consequence of the formula sinφ1 =√
1 − (π/L)2, π < L < 2π , and obtained when L is close to 2π. We notice that

the position x = X+
1 of the maximum of the RW coincides with the position of

the maximum of the growing sinusoidal wave of the linearized theory; this is due
to the absence of nonlinear interactions with other unstable modes. We finally
remark that, in the first appearance, the RW contains information, at the leading
order, only on half of the initial wave, the half associated with the α-wave.

It is easy to verify that the two representations (9) and (10) of the solution,
valid respectively in the time intervals 0 ≤ t ≤ O(1) and |t − T1(|α1|)| ≤ O(1),
have the same behavior

u(x, t) ∼ e2it

(

1 +
|α1|

sin 2φ1
eσ1t+iφ1 cos[k1(x − X+

1 )]
)

(11)

in the intermediate region O(1) � t � T1(|α1|); therefore they match
successfully.

The periodicity properties of the θ-function representation of the solution [28]
imply that, whithin O(ε2| log ε|) corrections, the solution of this Cauchy problem
is also periodic in t, with period Tp, up to the multiplicative phase factor exp
(2iTp + 4iφ1) and up to the global x-translation of the quantity Δx:

u(x, t + Tp) = e2iTp+4iφ1u(x − Δx, t) + O(ε2| log ε|),
where

Tp = T1(|α1|) + T1(|β1|) = 2
σ1

log
(

σ2
1

2
√

|α1β1|

)

= O(2σ−1
1 | log ε|),

Δx = X+
1 − X−

1 = arg(α1β1)
k1

.
(12)

The time periodicity allows one to infer that the above Cauchy problem leads to
an exact recurrence of RWs (of the nonlinear stages of MI), alternating with an
exact recurrence of linear stages of MI [23]. We have, in particular, the following
RW sequence.

This Cauchy problem gives rise to an infinite sequence of RWs, and the mth

RW of the sequence (m ≥ 1) is described, in the time interval |t − T1(|α1|) −
(m − 1)Tp| ≤ O(1), by the analytic deterministic formula:

u(x, t) = A
(
x, t;φ1, x

(m)
1 , t

(m)
1 , ρ(m)

)
+ O(ε), m ≥ 1, (13)

where
x

(m)
1 = X+

1 + (m − 1)Δ(x), t
(m)
1 = T1(|α1|) + (m − 1)Tp,

ρ(m) = 2φ1 + (m − 1)4φ1,
(14)
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in terms of the initial data [23] (see Figs. 1 and 2). Apart from the first RW
appearance, in which the RW contains information only on half of the initial
data (the one encoded in the parameter α1), in all the subsequent appearances
the RW contains, at the leading order, informations on the full unstable part of
the initial datum, encoded in both parameters α1 and β1.

Fig. 1. The 3D plotting of |u(x, t)| describing the RW sequence, obtained through the
numerical integration of NLS via the Split Step Fourier Method (SSFM) [8,54,55].
Here L = 6 (M = 1), with c1 = ε/2, c−1 = ε(0.3 − 0.4i)/2, ε = 10−4, and the short
axis is the x-axis, with x ∈ [−L/2, L/2]. The numerical output is in perfect agreement
with the theoretical predictions.

Four remarks are important at this point, in addition to the considerations on
the instabilities we made at the beginning of this section.

(a) If the initial condition (8) is replaced by a more general initial condition
(4), (6) in which we excite also all the stable modes, then (9) is replaced by a
formula containing also the infinitely many O(ε) oscillations corresponding to
the stable modes. But the behavior of the solution in the overlapping region
1 � |t| � O(σ−1

1 | log ε|) is still given by (11) and matching at O(1) is not
affected. Therefore the sequence of RWs is still described by Eqs. (13), (14),
and the differences between the two Cauchy problems are hidden in the O(ε)
corrections. As far as the O(1) RW recurrence is concerned, only the part of the
initial perturbation ε(x) exciting the unstable mode is relevant.

(b) The above results are valid up to O(ε2| log ε|). It means that, in principle,
the above RW recurrence formulae may not give a correct description for large
times of O((ε| log ε|)−1); but since O((ε| log ε|)−1) is much larger than the recur-
rence time O(| log ε|), it follows that the above formulae should give an accurate
description of the RW recurrence for many consecutive appearances of the RWs.

(c) Since the solution of the Cauchy problem is ultimately described by different
elementary functions in different time intervals of the positive time axis, and
since these different representations obviously match in their overlapping time
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Fig. 2. The color level plotting for the numerical experiment of Fig. 1, in which the
periodicity properties of the dynamics are evident.

regions, these finite gap results naturally motivate the introduction of a matched
asymptotic expansions (MAE) approach, presented in the paper [24]. MAEs
works well if M = 1, but can deal with a finite number M > 1 of unstable
modes only under very special initial data.

(d) We remark that recurrence phenomena were recently observed experimen-
tally in a super water wave tank. The particular semi-period phase shift was
interpreted as the effect of small dissipation, as confirmed by numerical experi-
ments (see [33]).

Since the above considerations establish the theoretical relevance of the
Akhmediev breather in the description of each RW appearance in the time
sequence, a natural and interesting open problem is the study of the numeri-
cal and physical instabilities of the Akhmediev breather.

In this paper we investigate experimentally the numerical instabilities, lim-
iting our considerations to the simplest case of one unstable mode M = 1. In
agreement with our recent theoretical findings, in the situation in which the
round-off errors are negligible with respect to the perturbations due to the dis-
crete scheme used in the numerical experiments: the Split-Step Fourier Method
(SSFM) [8,54,55], the numerical output is well-described by a suitable genus
2 finite-gap solution of NLS. This solution can be written in terms of different
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elementary functions in different time regions and, ultimately, it shows an exact
recurrence of rogue waves described by the Akhmediev breather whose param-
eters, different at each appearance, are given in terms of the initial data via
elementary functions. We discover a remarkable empirical formula connecting
the recurrence time with the number of time steps used in the SSFM and, via
our recent theoretical findings in [23], we establish that the SSFM opens up a
vertical unstable gap whose length can be computed with high accuracy, and
is proportional to the inverse of the square of the number of time steps used
in the SSFM. This neat picture essentially changes when the round-off error is
sufficiently large. Indeed experiments in standard double precision show serious
instabilities in both the periods and phases of the recurrence. In contrast with
it, as predicted by the theory, replacing the exact Akhmediev Cauchy datum by
its first harmonic approximation, we only slightly modify the numerical output.
Let us also remark that the first rogue wave appearance is completely stable in
all experiments, in perfect agreement with the Akhmediev formula and with the
theoretical predictions [23] in terms of the Cauchy data.

2 A Short Summary of Finite Gap Results

Here we summarize the classical and recent results on the NLS finite gap theory
used in this paper. The interested reader can find additional details in [23].

The zero-curvature representation of the NLS equation (1) is given by the
following pair of linear problems [60]:

Ψx(λ, x, t) = U(λ, x, t)Ψ(λ, x, t), (15)

Ψt(λ, x, t) = V (λ, x, t)Ψ(λ, x, t), (16)

U =
[ −iλ iu(x, t)

iu(x, t) iλ

]

,

V (λ, x, t) =
[−2iλ2 + iu(x, t)u(x, t) 2iλu(x, t) − ux(x, t)

2iλu(x, t) + ux(x, t) 2iλ2 − iu(x, t)u(x, t)

]

,

where

Ψ(λ, x, t) =
[

Ψ1(λ, x, t)
Ψ2(λ, x, t)

]

.

In the x-periodic problem with period L, we have the main spectrum and the
auxiliary spectrum. If Ψ(λ, x, t) is a fundamental matrix solution of (15), (16)
such that Ψ(λ, 0, 0) is the identity, then the monodromy matrix T̂ (λ) is defined
by: T̂ (λ) = Ψ(λ,L, 0). The eigenvalues and eigenvectors of T̂ (λ) are defined on
a two-sheeted covering of the λ-plane. This Riemann surface Γ is called the
spectral curve and does not depend on time. The eigenvectors of T̂ (λ) are the
Bloch eigenfunctions

Ψx(γ, x, t) = U(λ(γ), x, t)Ψ(γ, x, t),
Ψ(γ, x + L, t) = eiLp(γ)Ψ(γ, x, t), γ ∈ Γ,
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λ(γ) denote the projection of the point γ to the λ-plane.
The spectrum is exactly the projection of the set {γ ∈ Γ, Im p(γ) = 0} to the

λ-plane. The end points of the spectrum are the branch points and the double
points (obtained merging pairs of branch points) of Γ , at which eiLp(γ) = ±1:

Ψ(γ, x + L, t) = ±Ψ(γ, x, t), γ ∈ Γ.

A potential u(x, t) is called finite-gap if the spectral curve Γ is algebraic;
i.e., if it can be written in the form

ν2 =
2g+2∏

j=1

(λ − Ej).

It means that Γ has only a finite number of branch points and non-removable
double points. These potentials can be written in terms of Riemann theta-
functions [28]. Any smooth, periodic in x solution admits an arbitrarily good
finite gap approximation, for any fixed time interval.

The auxiliary spectrum can be defined as the set of zeroes of the first compo-
nent of the Bloch eigenfunction: Ψ1(γ, x, t) = 0, therefore it is called divisor of
zeroes. The zeroes of Ψ1(γ, x, t) depend on x and t, and the x and t dynamics
become linear after the Abel transform.

The spectral curve Γ0 corresponding to the background (2) is rational, and
a point γ ∈ Γ0 is a pair of complex numbers γ = (λ, μ) satisfying the quadratic
equation μ2 = λ2 + 1.

The Bloch eigenfunctions can be easily calculated explicitly:

ψ±(γ, x) =
[

1
λ(γ) ± μ(γ)

]

e±iμ(γ)x,

and are periodic (antiperiodic) iff L
2π μ is an even (an odd) integer. Let us intro-

duce the following enumeration of the periodic and antiperiodic spectral points:

μn = πn
L = kn

2 , λ±
n = ±√

μ2
n − 1, n ∈ N.

The curve Γ0 has two branch points E0 = i, E0 = −i corresponding to n = 0. If
n > 0, we have only double points. The first M , such that |μn| < 1, 1 ≤ n ≤ M ,
are unstable, where M is defined by (7); correspondingly λ±

n are pure imaginary
and one can introduce the following convenient parametrization

μn = cos φn, λ±
n = ±i

√
1 − μ2

n = i sin φn, 1 ≤ n ≤ M,

implying that

kn = 2 cos φn, σn = 2 sin 2φn, 1 ≤ n ≤ M.

The remaining modes are such that |μn| > 1, n > M and are stable, and the
corresponding λ′

ns are real. In addition, the divisor of the unperturbed problem
is located at the double points.
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An initial O(ε) perturbation of the type (4) perturbs this picture. The branch
points λ±

0 become E0 = i + O(ε2) and Ē0 = −i + O(ε2), and all double points
generically split into a pair of square root branch points, generating infinitely
many gaps. If 1 ≤ n ≤ M , λ+

n splits into the pair of branch points (E2n−1, E2n),
and λ−

n into the pair of branch points (Ē2n−1, Ē2n); if n > M , each λn splits into
a pair of complex conjugate eigenvalues. In the simplest case in which M = 1
and one excites only the unstable mode as in (8), E1, E2 are the branch points
obtained through the splitting of the excited mode λ1 = i sin φ1, and [23]

E1 − E2 =
√

α1β1

λ+
1

+ O(ε2), (17)

while the infinitely many gaps associated with the stable modes are O(εn),
n > 1; therefore they give a negligible contribution to the solution of the Cauchy
problem and can be erased from the picture.

The initial position of the divisor points γ±1, associated with the unstable
modes λ±

1 , are [23]

λ(γ1) = λ1 +
1

4λ1
[α1 + β1] + O(ε2),

λ(γ−1) = −λ1 +
1

4λ1

[
e2iφ1 ᾱ1 + e−2iφ1 β̄1

]
+ O(ε2).

Switching on time, the divisor points λ(γ±1) start moving in time and, after the
period Tp defined in (12), they replace each other.

We end this section remarking that, from formulas (12) and (17) discovered in
[23], one can write the following relations, at leading order, between the unstable
gap details and the RW recurrence period Tp and x-shift Δx discussed in the
previous section:

Tp = 2
σ1

log
(

σ2
1

2(Im λ1)|E1−E2|
)

,

Δx = arg(−(E1−E2)
2)

k1
.

(18)

3 The Numerical Instability of the Akhmediev Breather

Due to the above instabilities, every time we have theoretical formulas describing
time evolutions over the unstable background, it is important to test their stabil-
ity under perturbations. Indeed: (a) in any numerical experiment one uses numer-
ical schemes approximating NLS; in addition, round off errors are not avoidable.
All these facts are expected to cause the opening of basically all gaps and, due
to the instability, no matter how small are the gaps associated with the unstable
modes, they will cause O(1) effects during the evolution (see also [1,2,16]). (b)
In physical phenomena involving weakly nonlinear quasi monochromatic waves,
NLS is a first approximation of the reality, and higher order corrections have the
effect of opening again all gaps, with O(1) effects during the evolution caused
by the unstable ones. At last, in a real experiment, a monochromatic initial
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perturbation like (8) should be replaced by a quasi-monochromatic approxima-
tion of it, often with random coefficients, opening again all the gaps associated
with the unstable modes, with O(1) effects during the evolution. The generic-
ity of the Cauchy problems investigated in [23,24] and the associated numerical
experiments seem to imply that the RW recurrences, analytically described in
the previous section by a sequence of Akhmediev breathers, are expected to be
stable under the above perturbations.

An interesting problem is to understand if, choosing instead at t = 0 the
highly non generic Akhmediev breather (3) (we assume that T > 0 in (3)) as
initial datum, numerical or physical perturbations yield O(1) changes in the
evolution with respect to the theoretical expectation (3). In this paper we con-
centrate on the instabilities generated by numerics, in the simplest case of a single
unstable mode, postponing to a subsequent paper the study of instabilities due
to the physical perturbations of the NLS equation.

The Akhmediev initial condition corresponds to a very special perturbation
generating zero splitting for all the unstable and stable resonant points, and, in
agreement with (18), it corresponds to Tp = ∞. Indeed, the Akhmediev breather
(3) describes the appearance of a RW only in the time interval |t − T | ≤ O(1).
In addition, for the Akhmediev solution, α1 = O(ε), and |β1| � ε (but β1 �=
0). In this non generic case, formula (17) is not valid, since we have an exact
compensation between the leading term and the correction.

According to the above considerations, numerics introduces small perturba-
tions to this non generic picture, opening small gaps for all stable and unstable
modes. Again we erase from the picture the infinitely many stable gaps, and we
are left with the gaps associated with the unstable mode λ+

1 and with its com-
plex conjugate. Therefore the numerical perturbation of the Akhmediev breather
generates the finite gap configuration described in [23] and summarized in the
previous section, and one expects that the genus 2 solution constructed there
and describing the exact recurrence (13), (14) of RWs be the analytical model
for the numerical instability of the Akhmediev breather. In some symmetrical
cases these genus 2 solutions can be written in terms of elliptic functions [48].

Let us point out that, if we talk about numerical perturbations, we should
distinguish two different sources: the difference between the continuous NLS
model and the discretization used in the numerical scheme, and the round-off
errors due to the finite number of digits used in the computations.

To study numerical instabilities, we used as numerical integrator the Split-
Step Fourier Method (SSFM), also known as the split-step spectral method
[8,54,55] 1. It uses the following algorithm. First of all, the x-boundary conditions
are chosen to be periodic with period L. Then one introduces a regular Cartesian
lattice in the x, t-plane with the steps δx = L/Nx and δt. Then, at each basic
time step δt, the NLS evolution is split into linear and non-linear parts, which are
executed subsequently (each basic step is split into two steps in the asymmetric
version, or three steps in the symmetric version).

1 The authors are very grateful to M. Sommacal for introducing us to this method
and providing us with his personalized MatLab code.



14 P. G. Grinevich and P. M. Santini

Let us describe the basic step of the asymmetric version of the algorithm.
Assume that the function u(xm, tn), xm = −L

2 + Lm

Nx
, m = 0, . . . , Nx−1 is known.

Then, we calculate u(xm, tn+1), tn+1 = tn + δt using the following sequence of
operations:

1. We calculate an auxiliary function u1(xm, tn) by applying the non-linear step
(here the dispersive term is omitted):

u1(xm, tn) = u(xm, tn) exp(2i|u(xm, tn)|2δt). (19)

2. We make the linear step in the momenta space (here the non-linear term is
omitted).
a. We apply the discrete Fourier transform to the function u1(xm, tn)

û1(m̂, tn) =
1√
Nx

Nx−1∑

m=0

u(xm, tn)e
−2πi
Nx

m̂(m− Nx
2 ), m̂ = 0, . . . , Nx − 1.

(20)
b. We define the discrete momentum pm̂ by

pm̂ =

{
2π
L m̂ if m̂ ≤ Nx

2
2π
L (m̂ − Nx) if m̂ > Nx

2

(21)

c. We make the linear step and define a second auxiliary function û2(m̂, tn)

û2(m̂, tn) = û1(m̂, tn) exp(−ip2
m̂δt). (22)

3. We define the solution u(xm, tn + 1) at the next time step as the inverse
Fourier transform of the function û2(m̂, tn):

u(xm, tn+1) =
1√
Nx

Nx−1∑

m=0

û2(m̂, tn)e
2πi
Nx

m̂(m− Nx
2 ), m = 0, . . . , Nx − 1. (23)

To perform the direct and the inverse Fourier transforms we use the Fast
Fourier Transform algorithm implementation from the “Fastest Fourier Trans-
form in the West” FFTW library [22].

Our goal was to see how well the Akhmediev solution can be reproduced in
numerical experiments. We used the following settings:

1. We chose the simplest possible settings of the problem, with exactly one
unstable mode (π < L < 2π). We fixed L = 6.

2. We used Nx = 512. We made some attempts to modify Nx, and it appears
that this change does not essentially affect the picture.

3. We chose the initial perturbation of order 10−4. The first appearance time T1

in our experiments was ∼4−6.
4. We chose the global time interval Tmax = 60, which is one order of magnitude

greater then the first appearance time.
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5. We used as time step in the integration procedure δt = 1
10N , where N was

varied from 50 to 15810.

To compare the effect of the round-off error with the effect of the numerical
scheme discretization, we repeated some experiments twice, using C++ double
and C++ quadruple precision. The typical round-off is 10−17 for double precision
and 10−34 for quadruple precision; therefore, in the last case, it can be neglected.

Since the theory predicts that, to the leading order, the time evolution is
determined by the excited unstable mode, i.e. by the first harmonics of the
perturbation, we verified this prediction numerically.

4 Numerical Experiments

4.1 Effect of the Time Step

In the first series of numerical experiments, we studied how the quality of the
approximation of the Akhmediev solution depends on δt. In all these experiments
L = 6, Tmax = 60, Nx = 512, δt = 1/(10N). The Cauchy datum is the Akhme-
diev soliton (3) at t = 0, with T = 5.8738. All experiments were proceeded with
quadruple precision.

Fig. 3. Five level plots corresponding to N = 158, 500.1581, 5000, 15810 respectively.

In all these experiments, the numerical output shows the recurrence phe-
nomena predicted by the finite-gap formulas, and not described by the exact
Akhmediev solution. The position of the maxima at all appearances remains
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constant up to the grid step. According to the second formula in (18) it means
that the perturbation due to the SSFM discretization opens a vertical gap. The
size of the gap can be estimated using the first formula in (18):

|E1 − E2| =
σ2

1

2 Im λ1
e− σ1Tp

2 . (24)

In the numerical experiments we assume Tp = T2 − T1, where T1 and T2 are
respectively the times of the first and second appearances. In the experiments
the second and the third recurrence times do not sensibly change. The results of
the experiments are presented in the following table:

Experimental data Finite-gap interpretation

N T2 − T1 exp
(
−σ1(T2−T1)

2

)
N2 exp

(
−σ1(T2−T1)

2

)
|E1 − E2| N2|E1 − E2|

158 13.7 4.9 · 10−6 0.123 9.19 · 10−6 0.229

500 16.3 4.8 · 10−7 0.120 9.03 · 10−7 0.226

1581 18.9 4.8 · 10−8 0.119 8.88 · 10−8 0.222

5000 21.4 5.1 · 10−9 0.128 9.54 · 10−9 0.239

15810 24.0 5.0 · 10−10 0.126 9.38 · 10−10 0.235

We see that the combination N2 exp
(
−σ1(T2−T1)

2

)
remains approximately

constant, implying the following empirical law relating the recurrence time with
the time step in the SSFM:

T2 − T1 ∼ 2
σ1

log
(

N2

0.125

)

(25)

It is an open interesting problem in numerical analysis to explain this observation
analytically.

We see that the recurrence in numerical solutions is well described by the
finite-gap solutions. Thanks to Formula (24), one can estimate the size of the gap
opened by the numerical perturbation, and the fact that such size is proportional
to 1/N2 (see Table):

|E1 − E2| ∼ 0.125 σ2
1

2 Im λ1

1
N2

. (26)

We conclude that the numerical output corresponding to the Akhmediev
initial conditions is well described by the analytic formulas (13), (14), where

T1(|α1|) = T1, Δx = 0, Tp = T2 − T1 given by (25).

For completeness, we also provide two 3D plots of the numerical solutions
corresponding to the extreme values of N : N = 158 and N = 15810.



Numerical Instability of the Akhmediev Breather 17

Fig. 4. N = 158. First appearance time = 5.8734, maximum of |u| at the first appear-
ance = 2.7039, position of the maximum = 0.527, recurrence times between consecutive
appearances: 13.73, 13.49, 13.97 respectively

Fig. 5. N = 15810. First appearance time = 5.8738, maximum of |u| at the first
appearance = 2.7039, position of the maximaum = 0.527, recurrence times between
consecutive appearances: 24.0, 23.4 respectively

4.2 Effect of Round-Off Errors

To study the effect of the round-off errors, we repeated the above experiments
with double precision.

We see that, for N = 500, the round-off errors do not change dramatically
the recurrence times, but the spatial positions of the maxima have a notable
change after few recurrences. In the right pictures we see that, for N = 5000,
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Fig. 6. The left pair of pictures shows the N = 500 calculations (left for quadruple
precision and right for double precision). The right pair of pictures shows the N = 5000
calculations (left for quadruple precision and right for double precision).

the round-off error dramatically changes the recurrence time. We conclude that,
in double precision experiments with sufficiently large N , the numerical pertur-
bation due to round-off becomes more relevant than the numerical perturbation
due to numerical scheme.

To illustrate it we also provide three numerical experiments made with double
precision and time steps of the same order of magnitude.

Fig. 7. Level plots for N = 5000, N = 7500 and N = 10000 respectively.

We see that the finite-gap approximation is still relevant, but the lengths and
the orientation of the gap become more or less random. In fact, increasing the
number of steps, we increase the influence of the round-off error.

4.3 Effect of the Cauchy Data

As it was shown in [23] theoretically, small stable harmonics of the Cauchy data
do not seriously affect the leading order approximation. In this Section we verify
that this situation is also relevant in numerical experiments. To do it, we check
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how stable is the numerical output when one replaces the exact Akhmediev initial
condition by its unstable part, containing only the zero and the first harmonics:

u(x, 0) = 1 + c1e
ik1x + c−1e

−ik1x,

where the coefficients c1, c−1 are the first harmonics Fourier coefficients of the
Akhmediev initial data. In our experiments

c1=0.22341792182984515786378155403997297·10−4+0.11311151504280589935931368075404486·10−4i,

c−1=−1.760161767595421517918172784073977523·10−14+0.2504192137797052240360210535522459765·10−4i;

(we slightly corrected them to have β1 = 0 up to the round-off error).

Fig. 8. The left pair of pictures shows the N = 500 experiments (the left one for the
Akhmediev Cauchy datum and right one for the Cauchy datum containing only the first
harmonics of the Akhmediev solution). The right pair of pictures shows the N = 5000
experiments (the left one for the Akhmediev Cauchy datum and the right one for the
Cauchy datum containing only the first harmonics of the Akhmediev solution). Both
numerical experiments were made with quadruple precision.

We see that, also for high-precision calculations, the difference between these
two numerical outputs is very small (much less relevant than the double precision
round-off error in the previous Section).

4.4 Effect of the x-Grid Size

To estimate the effect of the spatial discretization size on the numerical sim-
ulations, we made the following experiment: we took N = 5000 and chose
quadruple precision (from the previous experiments, it corresponds to a very
high accuracy), and we repeated the above experiments with Nx reduced 4 times:
Nx = 128. At the level of the 3D output as well as at the level of the recurrence
times and phase shift, the effect was negligible. We do not show the correspond-
ing pictures because the difference is not visible. Therefore we conclude that the
size of the space discretization does not play an important role in this study. The
theoretical explanation in clearly due to the fact that the Akhmediev solution is
very smooth for all t; therefore the higher harmonics are extremely small.
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5 Conclusions

In this paper we have studied the numerical instabilities of the Akhmediev exact
solution of the self-focusing Nonlinear Schrödinger equation, describing the sim-
plest one-mode, x-periodic perturbation of the unstable constant background
solution, limiting our considerations to the simplest case of one unstable mode. In
agreement with the theoretical predictions associated with the theory developed
in [23], in the situation in which the round-off errors are negligible with respect
to the perturbations due to the discrete numerical scheme, the numerical output
shows that the Akhmediev breather is unstable, and that this instability is well-
described by genus 2 finite-gap solutions. These solutions are well-approximated
by different elementary functions in different time regions, describing a time
sequence of Akhmediev one-breathers.

We discover the remarkable formulas (25), (26) connecting the recurrence
time and the gap opening to the number of time steps of the SSFM used as
the numerical scheme. In particular, the length of the two gaps opened by the
SSFM is proportional to the inverse of the square of the number of time steps.
Since the RW sequence generated by the numerical scheme has no phase shifts,
it follows that that these gaps are open vertically ReE1 = Re E2 = 0.

This clean picture essentially changes when the round-off error is sufficiently
large. Indeed, the standard double precision experiments show serious instabil-
ities in both periods and phases of the recurrence. In particular, increasing the
number of time steps, we increase the instability. In contrast with it, replacing
the exact Akhmediev Cauchy datum by the first harmonic approximation, we
only slightly modify the numerical output, as predicted by the theory.

Let us also remark that the first appearance time, the position of the maxi-
mum and the value of it are completely stable in all experiments, and in perfect
agreement with the Akhmediev formula, as well as with the theoretical predic-
tions coming from [23] in terms of the Cauchy data.
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Abstract. We consider a classification of solutions to the first Painlevé
equation with respect to distribution of their poles at infinity. A connec-
tion is found between singularities of two-dimensional monodromy data
manifold and analytic properties of solutions parametrized by this man-
ifold. It is proved that solutions of Painlevé I equation have no poles at
infinity at a given critical sector of the complex plane iff the related mon-
odromy data belong to the singular submanifold. Such solutions coincide
with the class of “truncated” solutions (intégrales tronquée) by classifi-
cation of P. Boutroux. We derive further classification based on decom-
position of singularities of monodromy data manifold.
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1 Introduction

We study a distribution of poles of solutions to Painlevé I (PI)

u′′ = 6u2 − z, (1)

It is well-known that all solutions to Painlevé equations of types I, II and IV
are meromorphic in the complex plane [8]. Since the works of Paul Painlevé
who proved this fact for Painlevé I equation, the distribution of poles became
a matter of study in analytic theory of Painlevé transcendents. First studied
by Boutroux in his papers [2] their asymptotics at infinity was proved to have
regular lattice of poles, namely, any solution is approximated by a “deformed”
elliptic function, with a modulus depending on arg z

|z| . Indeed, the transformation
of PI by ζ = 4

5z5/4, u =
√

zv yields
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vζζ − 6v2 + 1 =
4
25

v

ζ2
− vζ

ζ
. (2)

The right-hand side in (2) is small at infinity, which provides the deformation of
the elliptic function v satisfying vζζ − 6v2 + 1 = 0. Another feature established
by Boutroux was a degeneration of the lattice of poles along the rays

Γn =
{

z
∣∣∣arg z =

2πi

5
n, n = 0, 1, . . . , 4

}
.

Fig. 1. Poles in the complex plane of generic (left) and 1-truncated (right) solutions
of PI equation. Dashed lines denote the critical rays Γn.

These rays are called critical; degenerate lattice of poles comes from the
solution

v(ζ) = −1 +
3

sin2
√

3(ζ − ζ0)

of the truncated Eq. (2) vζζ − 6v2 + 1 = 0. Here imaginary period of elliptic
function becomes infinite and poles go along the rays Γ0, Γ2 and Γ3 in variable
z. For non-degenerate elliptic solution, according to Boutroux [2], its poles are
lying along lines of poles which are smooth curves tending asymptotically to
the rays Γn at infinity (see Fig. 1). Later in [6], Chap. 8 this was proved by
establishing the “deformed” elliptic function asymptotics at infinity.

Boutroux proved also that for each ray there is a one-parameter family of
particular solutions called truncated solutions (intégrales tronquées) whose lines
of poles truncate for large z. He proved that the intégrale tronquée has no poles
for large |z| within two consecutive sectors bounded by the rays Γk−1, Γk and
Γk+1.

Nowadays, the structure of meromorphic solutions to Painlevé equations
became more clear. On one hand, the method of isomonodromic deformations
[6] gave an effective description of the poles distribution as z → ∞. On the other
hand, a numeric simulation gives a picture of poles in any compact domain of
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the complex plane. One of such numeric methods is based on Padé approxima-
tions. It was developed in [16] and proved to be good enough even for asymp-
totic distribution of poles at infinity. The pictures in Figs. 1 and 4 obtained by
this method reveal that some well-known PI transcendents are the truncated
solutions. We call a solution to be n-truncated if it has no poles along n criti-
cal rays Γk at infinity. For example, the Hastings-McLeod solution of Painlevé
II equation shown in Fig. 3 is 2-truncated zero-parameter solution. It vanishes
exponentially at positive half-axis and has square-root asymptotics at negative
half-axis. Similarly, the tritronquées solution shown in Fig. 4 (left) is 3-truncated
zero-parameter solution with square-root asymptotics in 4 of 5 sectors of the
complex plane.

These experiments give a guideline for analytic description of truncated solu-
tions. An analytic framework is provided by the method of isomonodromic
deformations. It parametrizes all solutions in terms of coordinates on certain
two-dimensional manifold. The coordinates are just integrals of motion which
determine the unique solution of the Painlevé equation ([6], Chap. 5). The man-
ifold is an algebraic one, it is defined by three polynomial equations in C

5. Thus
it has singularities where the global parametrization fails and some coordinates
go infinite or zero in a particular chart. The submanifold of singularities is also
an algebraic one, it has one- and zero-dimensional components. We prove [17]
that submanifold of singularities parametrizes the set of truncated solutions.

The proof is based on asymptotic distribution of poles given by the com-
plex WKB method applied for “undressing” of the Lax pair equations. The
WKB method provides the leading terms as |z| → ∞ for the poles in terms of
monodromy data. The explicit formulas resemble the well-known quasi-classic
quantization conditions of Bohr-Sommerfeld type for polynomial potential [15].
Thus the monodromy data are linked with asymptotic position of poles in the
complex plane, so that vanishing conditions for poles along a certain ray Γn

follow immediately. They form a singularity manifold which contains all trun-
cated solutions and vice versa, since all derivations are explicit, no other solution
belong to this submanifold.

Finally we discuss degenerations of the singularity manifold. One-dimensio-
nal components form 1-truncated solutions (with only one no-poles ray), while
zero-dimensional (single points) relate to 2- or 3-truncated solutions. The latter
was called by P. Boutrox as intégrales tritronquée. Unlike the case of Painlevé II
equation, we prove that 2-truncated solutions are absent in PI equation. Also, we
discuss the global behavior of poles of such zero-parameter solutions and recent
proof the well-known Dubrovin’s conjecture for 3-truncated solutions.

2 Poles Parametrization in General Case

Isomonodromic Method

For generic solution of PI equation we use isomonodromic deformation method
described in [6, Chap. 5]. Below we mention briefly only main formulas and
give asymptotic distributions of poles in the complex plane at infinity. Note that
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initially this approach was applied in [10, Chap. 10], where the poles asymptotics
has been found on the real line as |z| → ∞ in terms of the monodromy data. It
was developed in [11,15] where the poles distributions were found for PII and
PI equations in the sectors Ωn of the complex plane.

Equation (1) is solved by linear matrix equation on function Ψ = Ψ(λ, z) ([6],
Chap. 5)

Ψλ =
(

uz 2λ2 + 2uλ − z + 2u2

2(λ − u) −uz

)
Ψ. (3)

Canonical solutions Ψk(λ, z) of Eq. (3) are defined by asymptotics

Ψk(λ, z) ∼ 1√
2

(
λ1/4 λ1/4

λ−1/4 −λ−1/4

) [
1 − 1√

λ

(
H 0
0 −H

)

+
1
2λ

(
H2 u
u H2

)
+ O

(
λ−3/2

)]
eθ(λ,z)σ3 , |λ| → ∞, λ ∈ Σk

which are valid in the sectors

Σk =
{

λ ∈ C

∣∣∣ 2π

5

(
k − 3

2

)
< arg λ <

2π

5

(
k +

1
2

)}
, k ∈ Z.

Here we put

θ(λ, z) =
4
5
λ5/2 − z λ1/2, σ3 =

(
1 0
0 −1

)
, H =

1
2

u2
z − 2u3 + z u,

and the cut for square root in the λ-plane is at the negative half-axis.
The Stokes matrices Sk of Eq. (3) have the form

Ψk+1(λ, z) = Ψk(λ, z)Sk, λ ∈ Σk ∩ Σk+1. (4)

They are triangular

S2k−1 =
(

1 s2k−1

0 1

)
, S2k =

(
1 0

s2k 1

)

and satisfy cyclic relations

Sk+5 = σ1 Sk σ1, k ∈ Z; S1S2S3S4S5 = i σ1 (5)

Monodromy data sk are independent of z iff u(z) satisfies equation PI (1). Due
to relations (5) the monodromy manifold has the form [12]

P1 =
{
(s1, s2, s3, s4, s5) ∈ C

∣
∣ sk+5 = sk, sk+5 = i(1+sk+2sk+3), k = 0, ±1, ±2, . . .

}
.

Another form of two-dimensional complex manifold P1 is given by the vector
potential function F

P1 = C
5/{F = 0}, F =

⎛
⎝s1 + s3 + s1s2s3 − i

s2 + s4 + s2s3s4 − i
s3 + s5 + s3s4s5 − i

⎞
⎠ . (6)
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Solving these relations with respect to s2 and s3 one can parametrize manifold
P1 in the local chart

s1 =
i − s3

1 + s2s3
, s4 =

i − s2
1 + s2s3

, s5 = i(1 + s2s3) as 1 + s2s3 �= 0, (7)

s2 = s3 = i, s5 = 0, s1 + s4 = i, as 1 + s2s3 = 0. (8)

Generic Distribution of Poles

Applying complex WKB method [13] to linear equation (3) one finds asymptotic
solutions of PI at the sectors Ωn bounded by critical rays Γn and Γn+1

Ωn =
{

z
∣∣∣2πi

5
n < arg z <

2πi

5
(n + 1), n = 1, 2, . . . , 5

}
.

The results below were found initially in the papers [11,12,14]. They provide
asymptotic distribution of poles for generic case, i.e. for the case of non-singular
point at the monodromy manifold P1 (6).

Consider for determinacy the case s5s2 �= 0 and z ∈ Ω5. Then the point
(s1, s2, . . . , s5) ∈ P1 is non-singular due to (6) and (7). Following [12,14], the
asymptotics of PI solution has the form

u(z) =
√

|z|℘
(

−4
5
eiϕ|z|5/4 − χ

∣∣∣g2, g3
) (

1 + O(z−1)
)
, z → ∞, (9)

where ℘ is Weierstrass function with invariants

g2 = 2eiϕ, g3 = A(ϕ), (10)

and the phase shift is given by formula

χ =
1

2πi

(
ω1 ln is2 + ω2 ln

s5
s2

)
. (11)

Here ω1 and ω2 are basic periods of Weierstrass function ℘

ω1,2 =
∫

L1,L2

dλ

w(λ)
. (12)

They are determined on the Riemann surface

w2 = λ3 − 1
2
eiϕλ + A(ϕ) = (λ − λ1)(λ − λ2)(λ − λ3),

and contours L1 and L2 are chosen in the form 1
2L1 = (λ1, λ2), 1

2L2 = (λ3, λ2)
on the upper sheet of the surface.

Function A = A(ϕ) in Eq. (10) of the Riemann surface is found as solution
of integral equations

Re
∫

L1,L2

w(λ)dλ = 0. (13)
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Together with symmetries and boundary conditions

A(0) = −2
√

2
3
√

3
, A(−ϕ) = Ā(ϕ), A

(
ϕ − 2π

5

)
= A(ϕ)e2πi/5. (14)

Equation (13) are known as Boutroux problem. It has unique solution A = A(ϕ)
([12], p.245) which determines Weierstrass elliptic function with invariants (10).

The asymptotics (9) yields the following distribution of poles in the sector
Ω5

4
5
eiϕ|zm,n|5/4 + χ = −ω1 n − ω2 m, n,m ∈ Z

+,

or, with respect to (11)

4
5zm,n|zm,n|1/4 = −ω1

(
ln(is2)

2πi
+ n

)
− ω2

(
ln(s2/s5)

2πi
+ m

)
+ o(1),

n,m → +∞, n,m ∈ Z
+, zm,n ∈ Ω5. (15)

Asymptotic formulas (15) clarify P. Boutroux’s property of the lines of poles
which tend to critical rays at infinity (see Introduction). Indeed, fixing one inte-
ger parameter, say m = const and n → +∞, we have the sequence of zm,n lying
on a smooth line which go to infinity. The distance between this line and a crit-
ical ray is not necessarily tend to zero, in fact, most lines of poles come parallel
to critical rays at infinity. Thus the definition of the Boutroux property should
be as follows.

Definition 2.1. Let Γ ε
n be the rays close to Γn:

Γ ε
n =

{
z| arg z =

2πi

5
n + ε, n = 1, 2, . . . , 5, ε → 0

}
.

We say that a line of poles tends to the ray Γn in the sector Ωn if it crosses rays
Γ ε

n for any ε > 0.

3 Singularities of the Monodromy Manifold P1

We define the singular points of the monodromy manifold as those having at least
one coordinate sj to be zero or infinity, i.e. P̃1 ⊂ P1 is singular submanifold if

P̃1 =
{
s ∈ P1

∣∣∣ {sj = 0} ∪ {sj = ∞}, s = (s1, . . . , sj , . . .)
}

.

In terms of potential function F this submanifold reads

P̃1 =
{
s ∈ P1

∣∣∣Fsj
= 0, j = 1, 2, . . . , 5

}
. (16)

In the local map (7) it is given explicitly

P̃1 = {{s2 = s3 = i} ∪ {s5 = 0} ∪ {s1 + s4 = i}} . (17)
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Theorem 3.1. A solution of PI is truncated iff it is parametrized by the point
from singular submanifold (16).

Proof. Prove first the necessity. Without loss of generality, consider truncated
solutions which have no line of poles in Ω5 tending to Γ0. Else one can use
symmetries

u(z) �→ e− 4πi
5 u

(
e

2πi
5 z

)
(18)

to consider other critical rays.

Assume, on the contrary, that a truncated solution u(z) have the coordinates
s ∈ P1 but s ∈ P̃1 so that s5 �= 0 and s5 �= 0. Then solution u(z) has asymp-
totics (9) in the sector Ω5 with distribution of poles given by (15). Consider this
distribution at the ray Γ ε

0 , i.e. in the limit arg z = ε → 0.
In this limit, due to (14) we have w2 = λ3 − 1

2λ − (2/3)3/2 and complete
elliptic integrals for periods (12) are calculated explicitly

ω1 → ia, ω2 → −b − ic,

where a = 0.265984..., b = 0.756164..., c = 0.336546.... Then asymptotic expan-
sion (15) yields

4
5zm,n|zm,n|1/4 = i(cm − an) + bm +

a ln(is2) + (c + b) ln(s2/s5)
2π

+ o(1),

n,m → +∞, n,m ∈ Z
+, ε → 0.

Choose the integers m, n by condition

cm − an = O(1), n,m → +∞,

then the line of poles with points zm,n has the argument arg zm,n = O(m−1) < ε
for any ε > 0 and m > ε−1. The contradiction proves the necessity statement of
the theorem.

The sufficiency statement follows from the results of papers [11,12]. With
our notations we formulate them as the following lemma.

Lemma 3.2. ([12], Theorems 3, 4 and Corollary) If s5 = 0, then the solution of
PI equation has the regular asymptotic expansion in the sector Ω4 ∪ Ω5

u(z) =

√
z

6

(
1 +

θ(ϕ)s4 − θ(ϕ)s2√
10πt

e−2t + O(|z|−2)

)
, z → ∞, −2π

5
< arg z <

2π

5
,

(19)
where

t =
8

5
4

√
3

2
z5/4, θ(ϕ) =

⎧
⎨

⎩

0, ϕ < 0,
1
2
, ϕ = 0,

1, ϕ > 0,
ϕ = arg z. (20)

Lemma 3.2 covers a part of submanifold P̃1 by choosing 1-truncated solutions
which have no poles along the critical ray Γ0. Other parts of P̃1 can be considered
with the help of discrete symmetry (18). The correspondence between equations
sj = 0 and truncation along the critical rays is shown in diagram Fig. 2, right
(see Theorem 4.1 below).
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4 Truncated Solutions of PI Equation

Here we present examples of all types of truncated solutions related to singu-
larities of the monodromy manifold. They are based on results by Kapaev and
Kitaev in the papers [11,12].
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Fig. 2. Two 1-truncated solutions with s1+s4 = i (left) and diagram for correspondence
between relations s5−2l = 0 and critical rays where the solution truncates [12] (right)
The arrows mark adjacent sectors where regular asymptotics hold.

4.1 1-Truncated Solutions

Let s ∈ P̃1 and there is one coordinate sj �= 0, i, i.e. P̃1 is not degenerate at
the point s. In this case, the regular asymptotics of the 1-truncated solution is
described by the following theorem

Theorem 4.1. ([12], Theorem 3) Let s5−2l = 0, l = 0,±1,±2 and u(z) be
the solution of PI equation with such monodromy data. Then this solution is
1-truncated along the critical ray Γ4−l and have regular asymptotics

u(z) =
√

z

6
(
1 + O(z−2)

)
, z → ∞, z ∈ Ω4−l ∪ Ω5−l. (21)

The diagram of all cases listed in Theorem 4.1 is shown in Fig. 2 right. For l =
0 the asymptotics as −2π/5 < arg z < 2π/5 is given by Lemma 3.2. Two of these
1-truncated solutions on positive half-axis are shown in Fig. 2. Following [3] they
are called “top” and“bottom” solutions with u(0) = 1, u′(0) = −1.818275 . . .
and with u(0) = 1, u′(0) = −2.765598 . . . respectively. In Sect. 5 we investigate
dynamics of poles of “intermediate” solutions while deforming one of them into
another by changing the derivative u′(0) between those values.
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4.2 2-Truncated Solutions

These solutions should have no poles along two critical rays. They correspond
to zero-parameter degenerations of submanifold P̃1. However, unlike Painlevé
II equation (PII)

u′′ = zu + 2u3 (22)

there are no such solutions in PI equation.
Recall briefly that 2-truncated solution of PII Eq. (22) is known as Hastings-

McLeod one [9]. It is a zero-parameter solution corresponding to singular points
of PII monodromy data manifold P2 [17]

s1 = ±i, s2 = 0, s3 = ∓i,

where P2 =
{
(s1, s2, s3) ∈ C

∣∣ s1 − s2 + s3 + s1s2s3 = 0
}
. On the real axis it

has regular asymptotics [6, 10] (see Fig. 3 left)

u (z) = ∓ 1
2
√

π
z−1/4 exp

(
−2

3
z3/2

)
+ O(z−3/4), z → +∞,

(23)

u (z) = ±
√

−z

2

(
1 ∓ 1

9z3
+

73
128z6

+ O(|z|−9)
)

, z → −∞.

There are six critical rays Γn for solutions of PII equation (22), and Hastings-
McLeod solution is free of poles along two rays (see Fig. 3 right). Numeric
experiments show that all poles of this solution are located in the sectors
π/3 < arg z < 2π/3 and 4π/3 < arg z < 5π/3 bounded by the critical rays
(see Fig. 3). Thus the following proposition should be true

-10 -5 0 5 10

-10

-5

0

5

10

Fig. 3. Hastings-McLeod 2-truncated solution (left) and its distribution of poles (right)
[16].
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Conjecture 4.2. The Hastings-McLeod solution (23) of equation PII has no
poles in the sectors | arg z| < π/3 and 2π/3 < arg z < 4π/3.

Recently, the “half” of the conjecture was proved in the paper [1] by Bertola.
Namely, he proved that Hastings-McLeod solution has no poles in the sector
| arg z| < π/3. The proof is based on special representation of the solution in
terms of a Fredholm determinant which came from isomonodromic nature of PII
equation. An accurate estimate of the kernel of the Fredholm operator shows that
it is positive in the given sector, thus the Fredholm determinant has no zeroes
(they coincide with poles of the PII solution). Unfortunately, this estimate does
not work for another sector 2π/3 < arg z < 4π/3.

Finishing the digression on 2-truncated solutions note that conjectures on
their poles distributions are important because a number of applications. One of
them comes from the theory of random matrices and combinatorics of permu-
tations where the Hastings-McLeod solution enters into distribution functions
of central limit theorems for Gaussian unitary ensembles of n × n matrices as
n → ∞ [18].

Returning to PI equation note a possible reason of absence of 2-truncated
solutions. Since PI equation has 5-fold symmetry (18) instead of 6-fold symmetry
for PII equation, there are less possibilities for truncated solutions in more than
one sector. Indeed, the structure of monodromy manifold defined by equations
F = 0 (16) provides the following “no 2-truncated” theorem.

Theorem 4.3. There are only 1- and 3-truncated solutions of PI equation.

Proof. Suppose there is a solution u(z) which have regular asymptotics at infinity
along two critical rays. Then, by Theorem 4.1 it has two monodromy coordinates
vanish, say sj = 0 and sk = 0. If j = k − 1 or j = k + 1 then from the diagram
Fig. 2 it is clear that u(z) has regular asymptotics (21) in four sectors Ωn. Thus
u(z) has no poles along three critical rays, i.e. it is 3-truncated solution. The
possibility j = k − 2 or j = k + 2 is impossible because equation F = 0 does not
hold for sk−2 = 0 and sk = 0 or sk+2 = 0 and sk = 0. The contradiction proves
the theorem.

3-Truncated Solutions
These solutions correspond to the “boundary edges” of the submanifold P̃1 ⊂
P1, i.e. to the points sk = 0, sk + sk+3 = i, k = 1, 2, . . . , 5. In fact, this is only
one solution (with respect to discrete symmetries (18)), given by coordinates

s2 = s3 = s4 = i, s1 = s5 = 0.

The distribution of its poles is shown in Fig. 4 left. On the negative half-line
it is singular and has infinite number of poles. On the positive half-line and in
the sectors Ω4, Ω5, Ω1 and Ω2 it has regular asymptotics

u(z) = −
√

z

6
− 1

48 z2
− 49

768 z5

√
z

6
− 1225

9216 z7
− 4412401

1179648 z10

√
z

6
+ O

(
z−12) , z → ∞,

(24)
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Fig. 4. 3-truncated (tritronquée) solution (left) and its approximation (right). The
initial data u0 = u(0) and u1 = u′(0) is shown in upper left corner.

which is similar to (19) with no exponential terms since s2 = s4.
Note that asymptotic expansion (24) is valid at infinity and does not garantee

the absence of poles everywhere in these four sectors. The lines of poles near
critical rays Γ3 and Γ4 might cross them in a bounded domain and put some
poles into Ω2 or Ω4. This phenomenon can be seen for 1-truncated “heaven”
solution shown in Fig. 5, lower right. Nevertheless, numeric experiments done in
the papers [5,7,16] show that all poles are located in sector Ω2. The following
proposition is true

Proposition 4.4. 3-truncated solution of equation PI given by asymptotics (24)
has no poles in the sector | arg z| < 4π/5.

This proposition was known for a long time as Dubrovin’s conjecture. It
first appeared in [5] where the authors studied a wave collapse in nonlinear
Schrödinger equation. They derived a solution of PI as the leading term of
asymptotics at the moment of gradient catastrophe. This asymptotics should
be non-singular in half-plane z > 0 which required the PI solution to be free
of poles everywhere except the critical sector Ω2.

Recently the proof of Dubrovin’s conjecture was given in paper [4]. The idea is
to make an analytic continuation of solution represented by the series (24) into
a bounded domain near the origin. This continuation shows that 3-truncated
solution is analytic everywhere except the sector Ω2 and the circle |z| < 1.7.
Then a number of sophisticated estimates are applied to prove analyticity in this
circle. It can be seen that analyticity in the sector is true for all solutions close
to the 3-truncated because the first pole of this solution is z0,0 = −2.384168 . . ..

The proof does not apply the integrability property of PI equation. How-
ever, Theorems 3.1 and 4.3 show that monodromy data manifold is essential for
distribution of poles of corresponding solution. The use of this correspondence
can clarify analytic properties of other special solutions, especially for higher
Painlevé equations.
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5 Formation of Truncated Solutions

While doing Padé approximation of truncated solutions one can see poles of
two types: the part that is almost still and lie in positions of that of truncated
solution and an external part which disappear with better approaching to the
truncated solution (Fig. 4 right). This effect is inevitable in numerics since the
initial or monodromy data always come with some error. Suppose that one knows
the initial data u(0) and u′(0) of a truncated solution with a precision ε � 1

u(0) − uapprox(0) = ε, u′(0) − u′
approx(0) = ε.

The poles of the external part move with a speed O(ε−4/5) towards infinity in
a transverse directions to the line of poles. This can be seen from asymptotic
distribution of poles (9) and (11). Indeed, the approximate solution uapprox for
1-truncated solution with s5 = 0 has monodromy data close to the truncated
one

sapprox
2 = s2 + O(ε), sapprox

5 = O(ε).

Thus the phase shift (11) goes to infinity

χapprox = O(ln ε), ε → 0,

because the periods ω1 and ω2 do not depend on ε. The asymptotics of poles (15)
yields |zm,n| = O(χ4/5), so that the speed of external poles moving to infinity is

∂|zm,n|
∂ε

= O(ε−4/5), ε → 0.

This gives a receipt to check the calculations of the poles positions. While
running the numeric procedure a number of times with various precision of initial
data one can distinguish the true poles among others that move fast from initial
positions. In fact, it is a practical application of the basic property of “movable
poles” which comes form the very definition of Painlevé equations.

The similar picture is seen while doing deformation of one truncated solution
into another. The example of two 1-truncated solutions mentioned in Sect. 4.1 is
an illustration of non-trivial structure of their poles distributions.

Consider two solutions of PI equations with regular asymptotics (21) at the
sectors Ω4 ∪ Ω5 with the following initial data [3]

utop(0) = 1, u′
top(0) = −1.818275 . . .

ubottom(0) = 1, u′
bottom(0) = −2.765598 . . . ,

Their monodromy data belong to the singular submanifold P̃1 with s5 = 0.
On the positive half-line these solutions are shown in Fig. 2 left. Let us use
the derivative u′(0) as the deformation parameter and view the poles of the
“intermediate” solutions. Some pictures of this deformation are shown in Fig. 5.

The “top” solution has no poles in two right sectors Ω4 and Ω5. Then some
lines of poles come from the right infinity and approach critical rays Γ1 and
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Fig. 5. Evolution of poles while tranforming “bottom” solution (upper left) into “top”
solution (lower right). Initial values are u0 = u(0) = 1 and u1 = u′(0) is changing as
shown in each figure.

Γ4 (three upper pictures in Fig. 5). Further deformation leads to some moment
when the lines of poles start to move back. However, one of them closest to the
rays Γ1 and Γ4 “glues” to these rays and does not move any more (three lower
pictures). This line of poles passes through the sectors Ω4 and Ω5, although at
infinity it is out of these sectors.

The similar scenario occurs an infinite number of times while changing un →
−∞, where u′(0) = un, u(0) = 1 correspond to a family of 1-truncated solutions
on the positive half-line.

Acknowledgments. This paper was partly supported by the Russian Science Foun-
dation (RSCF grant 17-11-01004).
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theory of Painlevé equations. Lecture Notes in Mathematics, vol. 1191. Springer,
Heidelberg (1986)

11. Kapaev, A.A.: Quasi-linear Stokes phenomenon for the Painlevé first equation. J.
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Abstract. We show that the classical elliptic A2-Calogero-Moser Hamil-
tonian is generated by the elliptic quadratic Poisson bracket of the
q9,2(τ)-type.
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1 Introduction

It was shown in [3] that there exist commutative subalgebras in the universal
enveloping algebras U(gl3) and U(gl4) such that some their representations by
differential operators give rise to elliptic quantum Calogero-Moser Hamiltonians
[1,4] with three and four particles respectively.

A class of commutative subalgebras in U(gl3) was constructed in [8]. These
subalgebras are quantizations of commutative Poisson subalgebras generated by
compatible constant and linear gln-Poisson brackets. The quantization recipe is
very simple: any product

∏k
1 xi of commuting generators should be replaced by

1
k!

∑
σ∈Sk

∏
yσ(i), where yi are non-commutative generators.

We discover that the commutative subalgebra in U(gl3) found in [3] is a
quantization of the same type for a Poisson subalgebra related to compatible
quadratic elliptic [2] and linear gl3-Poisson brackets.

2 Polynomial Forms for Elliptic Quantum Calogero-Moser
Hamiltonians

In this Section, we recall the results of [3] for the sake of completeness. The
differential operator

HN = −Δ + β(β − 1)
N+1∑

i�=j

℘(xi − xj), (1)
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V. M. Buchstaber et al. (eds.), Recent Developments in Integrable Systems and Related
Topics of Mathematical Physics, Springer Proceedings in Mathematics & Statistics 273,
https://doi.org/10.1007/978-3-030-04807-5_4

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-04807-5_4&domain=pdf
https://doi.org/10.1007/978-3-030-04807-5_4


Elliptic Calogero-Moser Hamiltonians and Compatible Poisson Brackets 39

is called quantum elliptic Calogero-Moser Hamiltonian. Here, Δ =
∑

i
∂2

∂x2
i
, β is

a parameter, and ℘(x) is the Weierstrass ℘-function with the invariants g2, g3.
In the coordinates

X =
1

N + 1

N+1∑

i=1

xi, yi = xi − X

operator (1) takes the form

HN = − 1
N + 1

∂2

∂X2
+ HN (y1, y2, . . . yN ) ,

where

HN = − N

N + 1

N∑

i=1

∂2

∂y2
i

+
1

N + 1

N∑

i�=j

∂2

∂yi∂yj
+ β(β − 1)

N+1∑

i�=j

℘(yi − yj). (2)

In the last term we have to substitute yN+1 = −∑N
i=1 yi.

In [3] the following transformation (y1, . . . , yN ) → (u1, . . . , uN ) defined by
⎛

⎜
⎜
⎜
⎝

℘(y1) ℘′(y1) . . . ℘(N−2)(y1) ℘(N−1)(y1)
℘(y2) ℘′(y2) . . . ℘(N−2)(y2) ℘(N−1)(y2)

...
... . . .

...
...

℘(yN ) ℘′(yN ) . . . ℘(N−2)(yN ) ℘(N−1)(yN )

⎞

⎟
⎟
⎟
⎠

⎛

⎜
⎜
⎜
⎝

u1

u2

...
uN

⎞

⎟
⎟
⎟
⎠

=

⎛

⎜
⎜
⎜
⎝

1
1
...
1

⎞

⎟
⎟
⎟
⎠

. (3)

was considered. Denote by DN (y1, . . . , yN ) the Jacobian of transformation (3).

Conjecture 1. The gauge transformation HN → D
− β

2
N HND

β
2
N and subsequent

change of variables (3) bring (2) to a differential operator PN with polynomial
coefficients.

In the case N = 2, transformation (3) coincides with the transformation

u1 =
℘′(y2) − ℘′(y1)

℘(y1)℘′(y2) − ℘(y2)℘′(y1)
, u2 =

℘(y1) − ℘(y2)
℘(y1)℘′(y2) − ℘(y2)℘′(y1)

, (4)

found in [7]. For rational and trigonometric degenerations see [5].
It is easy to verify that the operators eij = Ei−1,j−1, where

Eij = yi
∂

∂yj
, E0i =

∂

∂yi
,

E00 = −
n−1∑

j=1

yj
∂

∂yj
+ β n, Ei0 = yiE00

(5)

satisfy the commutator relations

eijekl − ekleij = δj,keil − δi,lekj , i, j = 1, . . . , N + 1, (6)

and, therefore, define a representation of the Lie algebra glN+1 and of the uni-
versal enveloping algebra U(glN+1). The latter representation is not exact.
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Conjecture 2. The differential operators PN can be written as a linear combi-
nations of anti-commutators of the operators Eij .

The conjectures 1 and 2 have been verified in [3] for N = 2, 3. Moreover,
differential operators with polynomial coefficients that commute with PN were
found. These operators also can be written as non-commutative polynomials in
Eij . The representation of the above operators through Eij is not unique. It
turns out that for N = 2, 3 there exist such a representation that the corre-
sponding non-commutative polynomials in eij commute with PN as elements of
the universal enveloping algebra U(glN+1).

Consider the case N = 2. It turns out that the element

H = H0 + H1g2 + H2g
2
2 + H3g3, (7)

where
H0 = 12e12e11 − 12e32e13 − 12e33e12 − e223,

H1 = −e21 + 2e21e11 − e22e21 − e31e23 − 12e232 − e33e21,

H2 = −e231, H3 = 36e32e31 + 3e221,

of the universal enveloping algebra U(gl3) defined by relations (6) commutes
with two third order elements of the form

K = K0 + K1g2 + K2g3,

M = M0 + M1g2 + M2g3 + M3g
2
2 + M4g2g3 + M5g

2
3 + M6g

3
2 .

Here, g2 and g3 are invariants of the Weierstrass ℘-function from (1) and

K0 = −e23 + 2e21e13 − e23e22 − 36e32e12 + e33e23 − e21e13e11 − e22e21e13 + e23e
2
11+

2e23e21e12 − e23e22e11 + 12e31e
2
12 − e31e23e13 − 12e32e12e11 − e32e

2
23−

12e232e13 + 2e33e21e13 − e33e23e11 + e33e23e22 + 12e33e32e12,

K1 = 3e31e11 − 3e31e22 − 2e32e21 + e31e21e12 + e31e22e11 − e31e
2
22 + e231e13−

2e32e21e11 + e32e22e21 − 2e32e31e23 − e33e31e11 + e33e31e22 + e33e32e21,

K2 = 3 (2e31e21 + e31e22e21 + e231e23 − e32e
2
21 − e33e31e21);

M0 = 2
(
12e13e11 − 6e22e13 − 6e33e13 − 12e13e211 − 6e22e13e11 + 6e222e13 + 18e23e12e11−

18e23e22e12 + e323 − 216e32e212 + 18e32e23e13 + 30e33e13e11 − 6e33e22e13 − 12e233e13

)
,

M1 = −3
(
2e23e21 − 36e31e12 + 20e32e11 − 28e32e22 + 8e33e32 − 4e23e21e11 + 2e23e22e21−

12e31e12e11 − e31e223 + 8e32e211 + 36e32e21e12 + 4e32e22e11 − 4e32e222 − 24e32e31e13−
12e232e23 + 2e33e23e21 + 12e33e31e12 − 20e33e32e11 + 4e33e32e22 + 8e233e32

)
,

M2 = −18
(
4e31e11 − 2e31e22 − 2e33e31 − e23e2

21 − 2e31e2
11 − 6e31e21e12 + 2e31e22e11 − 2e31e2

22+

6e2
31e13 + 6e32e22e21 + 24e3

32 + 2e33e31e11 + 2e33e31e22 − 6e33e32e21 − 2e2
33e31

)
,

M3 = −3
(
2e31e21 − 2e31e21e11 + e31e22e21 + e231e23 − 24e232e31 + e33e31e21

)
,

M4 = 9
(
e31e

2
21 − 12e32e

2
31

)
, M5 = 108e331, M6 = −2e331.
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One can verify that [K,M ] = 0. Thus, we obtain a commutative subalgebra in
U(gl3) generated by the elements H,K,M and by the three Casismir elements
of U(gl3) of order 1, 2, and 3.

Different representations of U(gl3) by differential, difference and q-difference
operators generate “integrable” operators. In particular, the representation by
differential operators (5) with two independent variables maps the element H to
a polynomial form P2 for A2-Calogero-Moser Hamiltonian, the element M to a
third order differential operator that commutes with P2, and K to zero.

Notice that the representation of U(gl3) by the matrix unities in Mat3 maps
H,K and M to zero.

The representation defined by

eij → zi
∂

∂zj

maps H to a homogeneous differential operator with 3 independent variables of
the form H =

∑
i≥j aij

∂2

∂zi∂zj
, where

a11 = −2g2z1z2 − 3g3z
2
2 + g22z

2
3 , a22 = 12g2z

2
3 ,

a33 = z22 , a21 = −12z21 + g2z
2
2 − 36g3z

2
3 ,

a31 = 2 g2z2z3, a32 = 24 z1z3.

and M to an operator M =
∑

i≥j≥k bijk
∂3

∂zi∂zj∂zk
. It is interesting that in both

H and in M the lower order terms are absent.

3 Classical Case

Consider the following limit procedure. Any element f ∈ U(gln) is a polynomial
of the non-commutative variables eij , which obey the commutator relation (6).
Taking all terms of the highest degree in f and replacing eij by commutative
variables xij there, we obtain a polynomial sym(f).

It is known that for any elements f and g of U(gln)

sym([f, g]) = {sym(f), sym(g)},

where {, } is the linear Poisson bracket

{xij , xkl} = δj,k xil − δi,l xkj , i, j = 1, . . . , n, (1)

which corresponds to the Lie algebra gln. In particular, if [f, g] = 0, then
{sym(f), sym(g)} = 0.

So, now, we consider commutative polynomials in variables xij . We will
regard them as the entries of a matrix X. Applying the limit procedure to the
generators of commutative subalgebra in U(gl3) described in Sect. 2, we get the
polynomials

c1 = tr X, c2 = trX2, c3 = tr X3,

h = h0 + h1g2 + h2g
2
2 + h3g3, k = k0 + k1g2 + k2g3,

m = m0 + m1g2 + m2g3 + m3g
2
2 + m4g2g3 + m5g

2
3 + m6g

3
2 ,

(2)
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where
h0 = 12x12x11 − 12x32x13 − 12x33x12 − x2

23,

h1 = 2x21x11 − x22x21 − x31x23 − 12x2
32 − x33x21,

h2 = −x2
31, h3 = 36x32x31 + 3x2

21,

k0 = −x21x13x11 − x22x21x13 + x23x
2
11 + 2x23x21x12−

x23x22x11 + 12x31x
2
12 − x31x23x13 − 12x32x12x11 − x32x

2
23−

12x2
32x13 + 2x33x21x13 − x33x23x11 + x33x23x22 + 12x33x32x12,

k1 = x31x21x12 + x31x22x11 − x31x
2
22 + x2

31x13 − 2x32x21x11+

x32x22x21 − 2x32x31x23 − x33x31x11 + x33x31x22 + x33x32x21,

k2 = 3 (x31x22x21 + x2
31x23 − x32x

2
21 − x33x31x21);

m0 = 2
(
− 12x13x

2
11 − 6x22x13x11 + 6x2

22x13 + 18x23x12x11 − 18x23x22x12+

x3
23 − 216x32x

2
12 + 18x32x23x13 + 30x33x13x11 − 6x33x22x13 − 12x2

33x13

)
,

m1 = −3
(
− 4x23x21x11 + 2x23x22x21 − 12x31x12x11 − x31x

2
23 + 8x32x

2
11+

36x32x21x12 + 4x32x22x11 − 4x32x
2
22 − 24x32x31x13 − 12x2

32x23+

2x33x23x21 + 12x33x31x12 − 20x33x32x11 + 4x33x32x22 + 8x2
33x32

)
,

m2 = −18
(
− x23x

2
21 − 2x31x

2
11 − 6x31x21x12 + 2x31x22x11 − 2x31x

2
22 + 6x2

31x13+

6x32x22x21 + 24x3
32 + 2x33x31x11 + 2x33x31x22 − 6x33x32x21 − 2x2

33x31

)
,

m3 = −3
(

− 2x31x21x11 + x31x22x21 + x2
31x23 − 24x2

32x31 + x33x31x21

)
,

m4 = 9
(
x31x

2
21 − 12x32x

2
31

)
, m5 = 108x3

31, m6 = −2x3
31.

These polynomials commute with each other with respect to the linear gl3-
Poisson bracket (1).

It can be verified that the elements of the universal enveloping algebra can
be reconstructed from polynomials (2) by the quantization procedure described
in the introduction.

The following statement can be verified straightforwardly.

Proposition 1. Suppose a quadratic Poisson bracket {, } is compatible with
the bracket {f, g}1 given by (1), where n = 3, and polynomials (2) commute
with each other with respect to {, }. Then, {, } is given by

{f, g} = {f, g}a + κ{f, g}b + κ2{f, g}c, (3)

where κ is an arbitrary parameter,

{f, g}a = −3 tr(X) {f, g}1,

{f, g}c = X1(f)X2(g) − X1(g)X2(f),
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where the vector fields Xi are defined as follows:

X1(f) =
3∑

i=1

∂f

∂xii
, X2(f) = {h, f}1,

and
{f, g}b = X3({f, g}1) − {X3(f), g}1 − {f,X3(g)}1,

where

X3(f) =
3∑

i,j=1

Gi,j
∂f

∂xij
.

Here,

G1,1 = (−2x11x23 + x22x23 + 36x12x32 + x23x33) + x31(x11 − 2x22 + x33) g2 + 9x21x31 g3,

G2,2 = −G1,1, G3,3 = 0,

G1,2 = (x11x13+x13x22−3x12x23−2x13x33)+(3x12x31+5x11x32−4x22x32−x32x33) g2

−3(2x11x31 − x22x31 − 3x21x32 − x31x33) g3,

G1,3 = 3x13x23 − (x11 − x22)(x11 + x22 − 2x33) g2 − 3x21(x11 + x22 − 2x33) g3,

G2,1 = −3(x21x23 + 12x12x31 + 4x11x32 − 8x22x32 + 4x32x33) − 6x21x31 g2,

G2,3 = 3(4x11x12 + 4x12x22 + x2
23 − 8x12x33) + x21(x11 + x22 − 2x33) g2,

G3,1 = 2(x11x21 + x21x22 + 18x2
32 − 2x21x33) − 3x2

31 g2,

G3,2 = −(x11 − x22)(x11 + x22 − 2x33) + 6x31x32 g2 − 9x2
31 g3.

It is easy to verify that bracket (3) has three functionally independent cubic
Casimir functions and has no Casimir functions of lower degree.

Two Poisson brackets {·, ·}1 and {·, ·}2 are said to be compatible if

{·, ·}λ = {·, ·}1 + λ{·, ·}2
is a Poisson bracket for any λ. Let

C(λ) = C0 + λC1 + λ2C2 + · · ·

be a Casimir function for the bracket {·, ·}λ. Then the coefficients Ci commute
with each other with respect to both brackets {·, ·}1 and {·, ·}2.

Let a = (a1, . . . , am) be an arbitrary constant vector. Then any linear Poisson
bracket

{yi, yj} = Cp
i,j yp, i, j = 1, . . . ,m (4)

produces a constant bracket compatible with the initial linear one by the shift
of arguments yi → yi + λai.
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Consider now a quadratic Poisson bracket

{yi, yj} = rp,q
i,j ypyq, i, j = 1, . . . ,m. (5)

The shift yi �→ yi + λai leads to a Poisson bracket of the form {·, ·}λ = {·, ·} +
λ{·, ·}1 + λ2{·, ·}2. If the coefficient of λ2 is equal to zero, then this formula
defines a linear Poisson bracket {·, ·}1 compatible with (5). Thus, in the case
of quadratic brackets, the vector a is not arbitrary but it should satisfy the
overdetermined system of algebraic equations

rp,q
i,j apaq = 0, i, j = 1, . . . ,m. (6)

Such a vector and the corresponding shift of coordinates are called admissible.
The admissible vectors are nothing but 0-dimensional symplectic leaves for the
Poisson bracket (5). Any p-dimensional vector space of admissible vectors gen-
erates p pairwise compatible linear brackets. Each of them is compatible with
quadratic bracket (5).

One can easily verify that the shift

xij → xij + δi,jλ (7)

is admissible for bracket (3). The corresponding linear bracket is just (1). Apart
from that, for generic κ, bracket (3) possesses 8 one-dimensional spaces of admis-
sible vectors. The coordinates of these vectors are defined by an algebraic equa-
tion of degree eight. A.Odesskii communicates me that a quadratic Poisson
bracket having such properties should be isomorphic to the elliptic bracket of
the q9,2(τ)-type [2].

The Casimir functions of the pencil {f, g} + λ{f, g}1, where {, } is described
by Proposition 1 and {, }1 is defined by (1), can be obtained by (7) from the
Casismir functions of the quadratic brackets. They have the following structure:

C1(λ) = K1, C2(λ) = K2 + λQ2, C3(λ) = K3 + λh + Q1λ
2.

Here Ki are Casimir functions for {f, g}, K1, Q2, Q1 are Casimir functions for
{f, g}1 and the Hamiltonian h is given by (2).

In order to obtain the classical elliptic Calogero-Moser Hamiltonians, one
should use the following classical limit of formulas (5):

xi+1,j+1 = qipj , x1,i+1 = pi,

x1,1 = −∑n−1
j=1 qjpj + β, xi+1,1 = qi x1,1,

(8)

where pi nad qi satisfy the standard constant Poisson bracket. One can verify
that these are Darboux coordinates on the minimal symplectic leaf of the gln-
Poisson bracket. This leaf is the orbit of the diagonal matrix diag(β, 0, 0, ..., 0),
i.e. the set of all rank one matrices U with trace U = β.

After substitution (8) into (2), we get commuting polynomials in the canon-
ical variables pi, qi. The element h becomes the Calogero-Moser Hamiltonian
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written in unusual coordinates, the element k vanishes, m converts to the inte-
gral of third degree in momenta that commutes with the Hamiltonian, and the
Casimir functions ci become constants.

To bring the Hamiltonian and the cubic integral to the standard Calogero-
Moser form one has to apply a canonical transformation, where the transforma-
tion rule for the coordinates is defined by (3).

Remark. For the classical elliptic Calogero-Moser Hamiltonian with four parti-
cles (N = 3) a similar quadratic bracket of the q16,3(τ)-type exists. This bracket
is compatible with the linear gl4-Poisson bracket and generates the Calogero-
Moser Hamiltonian exactly in the same way as for N = 2.

4 Conclusion

We have shown that the classical elliptic Calogero-Moser Hamiltonian with three
particles is generated by the elliptic quadratic Poisson bracket of the q9,2(τ)-
type in the frame of the bi-Hamiltonian approach. Namely, we obtain a pencil of
compatible brackets by the shift of argument (7), find commuting polynomials as
the coefficients of the Casimir functions for the pencil, restrict these polynomials
to the minimal symplectic leaf of the linear bracket and perform an appropriate
canonical transformation.

Possibly, the same procedure for the bracket of the qn2,n−1(τ)-type gives rise
to the Calogero-Moser Hamiltonian with n particles. Recently it was verified for
n = 4.

A similar relation between an elliptic Poisson bracket and the elliptic Gaudin
model was discovered in [6]. It would be interesting to understand which inte-
grable Hamiltonian of the Calogero-Moser type corresponds to the elliptic
bracket of q9,5(τ)-type.
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Abstract. The hyperelliptic curve cryptography is based on the arith-
metic in the Jacobian of a curve. In classical mechanics well-known cryp-
tographic algorithms and protocols can be very useful for construct auto-
Bäcklund transformations, discretization of continuous flows and study
of integrable systems with higher order integrals of motion. We consider
application of a standard arithmetic of divisors on genus two hyperel-
liptic curve for the construction of new auto-Bäcklund transformations
for the Hénon-Heiles system. Another type of auto-Bäcklund transforma-
tions associated with equivalence relations between unreduced divisors
and the construction of the new integrable systems in the framework of
the Jacobi method are also discussed.

Keywords: Bäcklund transformations · Integrable systems
Hyperelliptic curve cryptography

1 Introduction

The Jacobi method of separation of variables is a very important tool in analyt-
ical mechanics. According to [18], the stationary Hamilton-Jacobi equation

H = E

is said to be separable in a set of canonical coordinates u = (u1, . . . , um) and
pu = (pu1 , . . . , pum

)

{ui, puj
} = δij , {ui, uj} = {pui

, puj
} = 0 , i, j = 1, . . . ,m ,

if there is an additively separated complete integral

W (u1, . . . , um;α1, . . . , αm) =
m∑

i=1

Wi(ui;α1, . . . , αm) , α1, . . . , αm ∈ R ,

depending non-trivially on a set of separation constants α1, . . . , αm, and Wi are
found in quadratures as solutions of ordinary differential equations.
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In the framework of the Jacobi method, after finding new variables of sepa-
ration u, pu on the phase space M , we have to look for new problems to which
they can be successfully applied, see lecture 26 in [18]. Indeed, substituting the
canonical coordinates into the separated relations

Φi(ui, pui
,H1, . . . , Hm) = 0 , i = 1, . . . ,m, with det

[
∂Φi

∂Hj

]
�= 0 (1)

and solving the resulting equations for H1, . . . , Hm, we obtain a new integrable
system with independent integrals of motion H1, . . . , Hm in involution.

In [26,31–33] we proposed to add one more step to this well-known construc-
tion of integrable systems proposed by Jacobi. Namely, we can:

1. take the Hamilton-Jacobi equation H = E separable in variables u, pu;
2. make auto-Bäcklund transformation (BT) of the variables (u, pu) → (ũ, p̃u),

which conserves not only the Hamiltonian character of the equations of
motion, but also the form of Hamilton-Jacobi equation;

3. substitute the new canonical variables ũ, p̃u into suitable separated relations
and obtain new integrable systems.

By definition auto-BT is a canonical transformation preserving the form of the
Hamilton and the Hamilton-Jacobi equations, i.e. it is a symmetry of integrals
of motion.

For many integrable by quadratures dynamical systems in holonomic and
nonholonomic mechanics, the generic level set of integrals of motion can be
related to the Jacobian of some hyperelliptic curve [6,16,35]. This allows us to
study symmetries of integrals of motion using group operations in this Jacobian

D ≈ D′, D + D′ = D′′ and [�]D = D′′ , (2)

where ≈, + and [�] denote equivalence, addition and scalar multiplication by an
integer of divisors D and D′, respectively.

In [4], Cantor proposed an algorithm for performing computations in Jaco-
bian groups of hyperelliptic curves which consists of two stages: the composition
stage, which generally outputs an unreduced divisor, and the reduction stage
which transforms the unreduced divisor into the unique reduced divisor. Now,
we have plenty of algorithms and their professional computer implementations
for the divisor arithmetics on low, mid and high-genus hyperelliptic curves, for
generic divisor doubling, tripling, halving, for degenerate divisors operations and
other special cases, in particular see [5,8,10,12,13,23,28].

In Hamiltonian mechanics, authors usually avoid to use the reduction stage
of Cantor’s algorithm and consider only full degree divisors D,D′′ and weight
one divisor D′ in (2). This partial group operation was specially developed for
the simplest one-parametric discretization of original continuous systems [7,15,
21,25].

Our main aim is to show explicitly an example of auto-BTs associated with
the generic divisor doubling at � = 2 in (2) and discuss auto-BTs associated with
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equivalence relations. Such auto-BTs represent hidden symmetries of the level
manifold which yields new canonical variables on the original phase space and,
therefore, we can use these new variables to construct new integrable systems,
i.e. systems of hetero-Bäcklund transformations.

2 Divisor Arithmetic on Hyperelliptic Curves

In this Section, we give some brief background on hyperelliptic curves and divisor
arithmetics [12].

A hyperelliptic curve C of genus g is given by an equation

C : y2 = f(x) , f(x) = a2g+1x
2g+1 + · · · + a1x + a0 ,

where f(x) is a monic polynomial of degree 2g+1 with distinct roots. Let P (x, y)
be a point on the curve C and P∞ is the unique point at infinity on the projective
closure of C. The point −P = (x,−y) is called the opposite of P and P is a
ramification point if P = −P holds.

Divisor is a formal sum of points Pi = (xi, yi)

D =
∑

Pi∈C

miPi , mi ∈ Z ,

where only a finite number of the mi are non-zero. Support of D is the set
supp(D) = {P1|m1, P2|m2 . . . , Pk|mk} of all the points in a formal sum according
to multiplicity, whereas the sum of multiplicities of points deg(D) =

∑
mi is

called the degree of a divisor.
The set of all divisors D forms an additive abelian group under the formal

addition rule
∑

Pi∈C

miPi +
∑

Pi∈C

niPi =
∑

Pi∈C

(mi + ni)Pi .

Two divisors are equivalent if their difference is equal to the divisor of zeroes
and poles of a rational function. i.e. a principal divisor:

if D − D′ ∈ P , then D ≈ D′ .

Here P is the subgroup of D consisting of principal divisors. It is also a subgroup
of D0, which is the subgroup of D consisting of the degree zero divisors only. The
quotient group Jac(C) = D

0/P is called the Jacobian of the curve C.
In order to uniquely represent divisor classes in the Jacobian we can use

so-called reduced divisors. A semi-reduced divisor is a divisor of the form

D =
∑

Pi∈C

miPi −
(

∑

Pi∈C

mi

)
P∞ = E − mP∞ , Pi �= P∞ ,

where mi > 0, Pi �= −Pj for i �= j, no Pi satisfying Pi = −Pi appears more than
once and E is the so-called effective divisor. For each divisor D ∈ D0 there is
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a semi-reduced divisor Dsr ∈ D0 such that D ≈ Dsr, but semi-reduced divisors
are not unique in their equivalence class.

A semi-reduced divisor D is called reduced if
∑

mi ≤ g is no more than genus
of curve C. This is a consequence of Riemann-Roch theorem for hyperelliptic
curves that for each divisor D ∈ D0 there is a unique reduced divisor ρ(D) such
that D ≈ ρ(D). We drop the ρ from hereon and, unless stated otherwise, assume
divisor Eq. (2) involve only reduced divisors.

So, every element of Jac(C) can be represented by a unique reduced divisor as
above, i.e. every semi-reduced divisor can be further reduced to a reduced divisor.
This reduced representation of D is called the reduction of D and m =

∑
mi

called weight or reduced degree of D. We can employ the Mumford representation
for the reduced and semi-reduced divisors D = (U(x), V (x))

U(x) =
∏

Pi∈C

(x − xi)mi , V (xi) = yi , deg(V ) < deg(U) ≤ g ,

so that
V 2 − f ≡ 0 mod U .

Here, the monic polynomial U(x) may have multiple roots and V (x) is tangent
to the curve according to multiplicity roots.

Example 1. The unique divisor of zero weight O = (1, 0) is a neutral element of
the additional law. The divisor of weight one with a single point P = (λ, μ) on a
curve is D = (x−λ, μ). The divisor of weight two is D = (x2+U1x+U0, V1x+V0),
where

U(x) = x2 + U1x + U0 = (x − x1)(x − x2) , if supp(D) = {P1, P2}

U(x) = x2 + U1x + U0 = (x − x1)2 , if supp(D) = {P1|2}
for the divisors with two and one points on a curve, respectively.

The Jacobian of a hyperelliptic curve is a group of degree zero divisors mod-
ulo principal divisors, and the group operation is formal addition modulo the
equivalence relations. To compute the additive group law, Cantor gave a concrete
algorithm which is applicable to a hyperelliptic curve of any genus [4]. The com-
position part of this algorithm computes the semi-reduced divisor D̃ = D + D′

that is equivalent to D′′. The reduction part computes the reduced divisor D′′.

Example 2. Let us consider an addition of two full degree divisors D and D′

with Mumford coordinates

U(x) =
3∏

i=1

(x − xi) and U ′(x) =
3∏

i=1

(x − x′
i)

on the hyperelliptic genus three curve with f(x) = a7x
7 + · · · + a0.

On the composition stage we compute the coefficients of the quintic poly-
nomial P(x) =

∑5
k=0 bkxk that interpolates the six non-trivial points in the
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combined support of D and D′. Then, we compute abscissas x̃k of the remaining
four points of intersection using Abel polynomial

ψ(x) = f(x) − P2(x) = −b5

3∏

i=1

(x − xi)
3∏

i=1

(x − x′
i)

4∏

i=1

(x − x̃i)

and find the corresponding coordinates ỹi = P(x̃i) using P(x). As a result, we
obtain an unreduced divisor D̃ = P̃1 + P̃2 + P̃3 + P̃4 − 4P∞.

On the reduction stage we are looking for the cubic function U ′′(x) which
interpolates the points in support of D̃ and intersects C in three more places to
form D′′ = P ′′

1 + P ′′
2 + P ′′

3 − 3P∞. As a result, we obtain a reduced divisor D′′

which is equivalent to D̃ (Fig. 1).

Composition stage Reduction stage

Fig. 1. Standard picture from the paper on hyperelliptic curve cryptography [5]

Example 3. In classical mechanics, we usually add divisors D and D′ with Mum-
ford coordinates

U(x) =
3∏

i=1

(x − xi) and U ′(x) = x − λ

so that

ψ(x) = f(x) − P2(x) = a7

3∏

i=1

(x − xi)(x − λ)
3∏

i=1

(x − x̃i) ,

where P(x) is the cubic polynomial that interpolates four points in the combined
support of D and D′. On the composition stage, we form a divisor D̃ with
the order three from the remaining points of intersection, whereas the result of
reduction is −D̃.
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Example 4. Let D = (U(x), V (x) be a reduced divisor different from O. The
operation

[2]D = D + D = D′′

is a doubling of divisor D, i.e. scalar multiplication on integer � = 2. Its inverse
is called halving of D′′ and for a given D′′ this equation has 22g solutions, any
two of which differ by a 2-torsion divisor [10]. For an efficient implementation
of generic divisor halving see [23] and references within. For instance, if g = 2
and D = (x − λ, μ) is a weight one divisor, then [2]D = ((x − λ)2, ax + b) where
ax + b is the tangent line at P = (λ, μ) with a = f ′(λ)2/μ and b = μ − aλ.

2.1 Some Explicit Formulae for Arithmetic on Genus 2
Hyperelliptic Curves

In cryptography, we have to distinguish between odd and even characteristic
fields [12], however in classical mechanics we can always apply the substitution
y → y − h(x)/2 and study the genus two hyperelliptic curve which is defined by
equation

C : y2 = f(x) , f(x) = a5x
5 + a4x

4 + a3x
3 + a2x

2 + a1x + a0 . (3)

Let us consider the addition of a full degree reduced divisor

D : supp(D) = {P1, P2} ∪ {P∞} , w(D) = 2

with another reduced divisor D′ in the following cases

1. D + D′ = D′′ , w(D′) = 2 , supp(D′) = {P ′
1, P

′
2} ∪ {P∞} ,

2. [2]D = D′′ , D′ = D , supp(D′) = {P1, P2} ∪ {P∞} ,

3. D + D′ = D′′ , w(D′) = 1 , supp(D′) = {P ′
1} ∪ {P∞} .

(4)

The result is full degree reduced divisor D′′ with supp(D′′) = {P ′′
1 , P ′′

2 } ∪ {P∞}
and w(D′′) = 2. Below we do not consider halving, tripling and other operations
because the resulting equations for the corresponding auto-Bäcklund transfor-
mations are quite bulky and unreadable.

In fact, there are two main methods for deriving group law in the Jacobian
of hyperelliptic curve: the algebraic method based on Harley’s implementation
[10,13] of Cantor’s algorithm [4], and the geometric method using interpolation
of points [5], which is based on Clebsch’s geometric formulation of the Abel
theorem.

In the second case we add two divisors D and D′ by finding a function which
divisor contains the support of both D and D′, and then the sum is equivalent
to the negative of the compliment of that support. Following Abel’s main idea
from [1] such a function P(x) can be obtained by interpolating the points in the
support of the two divisors. Compliment of the support D and D′ in the support
of div(P) consists of other points of intersection of y = P(x) with the curve C.
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Let us consider intersection of C with the second plane curve defined by
equation

y − P(x) = 0 , P(x) = b3x
3 + b2x

2 + b1x + b0 . (5)

Substituting y = P(x) into the Eq. (3), we obtain the so-called Abel polyno-
mial [1]

ψ(x) = P(x)2 − f(x) ,

which has no multiple roots in the first and third cases and has double roots in
the second case:

1. ψ(x) = b23(x − x1)(x − x2)(x − x′
1)(x − x′

2)(x − x′′
1)(x − x′′

2) ,

2. ψ(x) = b23(x − x1)2(x − x′
1)

2(x − x′′
1)(x − x′′

2) ,

3. ψ(x) = −a5(x − x1)(x − x2)(x − x′
1)(x − x′′

1)(x − x′′
2) , b3 = 0 .

The cases 1 and 2 are presented in Fig. 2.

Case 1: (P1+P2)+(P′
1+P′

2) = P′′
1 +P′′

2 Case 2: [2](P1+P2) = P′′
1 +P′′

2

Fig. 2. The cases 1 and 2

Equating coefficients of ψ in the first case gives

x′′
1 + x′′

2 = −x1 − x2 − x′
1 − x′

2 +
a5 − 2b2b3

b23
, (6)

x′′
1x′′

2 =
2b1b3 + b22 − a4

b23
− (x1 + x2 + x′

1 + x′
2)(x

′′
1 + x′′

2) − x1(x2 + x′
1 + x′

2)

− x2(x′
1 + x′

2) − x′
1x

′
2 .
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In the second case we have to put x′
1,2 = x1,2 in these equations, whereas in the

third case we have

x′′
1 + x′′

2 = −x1 − x2 − x′
1 + b22−a4

a5
,

x′′
1x′′

2 = a3−2b1b2
a5

− (x1 + x2 + x′
1)(x

′′
1 + x′′

2) − x1x2 − x1x
′
1 − x2x

′
1.

(7)

Four coefficients b3, b2, b1 and b0 of polynomial P(x) (5) are calculated by solving
four algebraic equations:

1. y1,2 = P(x1,2) , y′
1,2 = P(x′

1,2) ;

2. y1,2 = P(x1,2) , dP (x)
dx

∣∣∣
x=x1,2

= d
√

f(x)

dx

∣∣∣∣
x=x1,2

≡ 1
2y1,2

∂f(x1,2) ,

3. y1,2 = P(x1,2) , y′
1 = P(x′

1) , b3 = 0 ,

(8)

where ∂f(x) is derivative of f(x) (3) by x. Substituting coefficients bk into (6)–
(7) one gets abscissas ũ1,2, whereas the corresponding ordinates y′′

1,2 are equal
to

y′′
3,4 = −P(x′′

1,2) , (9)

where polynomial P(x) is given by

1. P(x) = (x−x′
2)(x−x′

1)(x−x2)y1
(x1−x′

1)(x1−x′
2)(x1−x2)

+ (x−x′
2)(x−x′

1)(x−x1)y2
(x2−x′

1)(x2−x′
2)(x1−x2)

+ (x−x′
2)(x−x2)(x−x1)y

′
1

(x′
1−x1)(x′

1−x2)(x′
2−x′

1)
+ (x−x′

1)(x−x2)(x−x1)y
′
2

(x′
2−x1)(x′

2−x2)(x′
2−x′

1)
,

2. P(x) = (x−x2)
2(2x−3x1+x2)y1
(x2−x1)3

+ (x−x1)
2(2x+x1−3x2)y2
(x1−x2)3

+ (x−x2)
2(x−x1)∂f(x1)

2(x1−x2)2y1
+ (x−x1)

2(x−x2)∂f(x2)
2(x1−x2)2y2

,

3. P(x) = y1(x−x2)(x−x′
1)

(x1−x2)(x1−x′
1)

+ y2(x−x1)(x−x′
1)

(x2−x1)(x2−x′
1)

+ y′
1(x−x1)(x−x2)

(x′
1−x1)(x′

1−x2)
.

(10)

In (9) we also made a reduction, which coincides with inversion in our cases.
To perform such computations in generic cases we can take any profes-

sional implementation of Cantor’s algorithm or implementations of more effec-
tive improvements and extensions to Cantor’s algorithm for mid- or high-genus
curves with general divisor doubling, tripling etc. [4,5,8,10,12,13,23,28].

3 Group Law and New Integrable Systems on the Plane

In this section we consider auto-BTs associated with addition and multiplication
by an integer, which allows us to get new integrable deformations of two known
integrable systems on the plane.
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In Cantor’s algorithm we use of the polynomial representation of group ele-
ments D = (U(x), V (x) proposed by Mumford [24]. In fact, polynomials U(x)
and V (x) were introduced by Jacobi in order to describe generating functions of
algebraic integrals for Abel differential equations appearing in classical mechan-
ics [17], see also comments in [24]. These polynomials define 2 × 2 Lax matrix
for the corresponding integrable system

L(x) =

(
V (x) U(x)

V 2(x)−f(x)
U(x) −V (x)

)
, (11)

see [16,21,35] and references within. After a similarity transformation

L(x) → L̃(x) = ML(x)M−1 , M =
(

U(x) 0
V (x) − P(x) U(x)

)

one gets another Lax matrix

L̃(x) =
(

P(x) U(x)
−ψ(x)U−1 −P(x)

)
. (12)

Zeroes of two off-diagonal elements of this matrix are variables of separation
related by the desired auto-BT.

The philosophy advocated in [15,21,25,27] requires that:

• Lax matrix L̃(x) has the same form as the original Lax matrix L(x);
• gauge matrix M has to satisfy the r-matrix Poisson bracket with the same

r-matrix as the original Lax matrix L(x).

In the framework of the Abel theory, we prefer to abandon this philosophy,
because form of L̃(x) (12) is different from the form of the original Lax matrix
L(x) (11).

In hyperelliptic cryptography for affine coordinates associated with Mumford
representation each group operation needs one reduction. Using various projec-
tive coordinates (weighted, Jacobian, modified Jacobian, mixed, etc.) we can
avoid reductions on the cost of more multiplications. Moreover, for fixed genus,
one can make the steps of the algorithm explicit and a more clever ordering
results in faster formulae for addition and doubling. Summing up, we have to
use different coordinates for different purpose.

In the similar manner we can use similarity transformation of Lax matri-
ces (11) for discretization of continuous Hamiltonian flows in terms of original
coordinates, but Jacobi construction of new integrable systems needs variables
of separation, which are abscissas and ordinates of points Pi on curve C. In this
approach auto-BTs on genus two hyperelliptic curve are completely defined by
explicit formulae (6), (7) and (9).

3.1 Hénon-Heiles System

Let us take Hénon-Heiles system with Hamiltonians

H1 =
p21 + p22

4
−4aq2(q21 +2q22) , H2 =

p1(q1p2 − q2p1)
2

−aq21(q
2
1 +4q22) (13)
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separable in parabolic coordinates on the plane

u1 = q2 −
√

q21 + q22 , u2 = q2 +
√

q21 + q22 . (14)

Standard momenta associated with parabolic coordinates u1,2 are equal to

pu1 =
p2
2

− p1(q2 +
√

q21 + q22)
2q1

, pu2 =
p2
2

− p1(q2 −
√

q21 + q22)
2q1

.

To describe evolution of u1,2 with respect to H1,2 we use the canonical Poisson
bracket

{qi, pj} = δij , {q1, q2} = {p1, p2} = 0 ,

{ui, puj
} = δij , {u1, u2} = {pu1 , pu2} = 0 .

(15)

and expressions for H1,2

H1 =
p2
u1

u1−p2
u2

u2

u1−u2
− a(u1 + u2)(u2

1 + u2
2) ,

H2 =
u1u2(p

2
u1

−p2
u2

)

u2−u1
+ au1u2(u2

1 + u1u2 + u2
2)

(16)

to obtain

du1

dt1
= {u1,H1} =

2pu1u1

u1 − u2
,

du2

dt1
= {u2,H1} =

2pu2u2

u2 − u1
(17)

and

du1

dt2
= {u1,H2} =

2u1u2pu1

u2 − u1
,

du2

dt2
= {u2,H2} =

2u1u2pu2

u1 − u2
. (18)

Using Hamilton-Jacobi equations H1,2 = α1,2 we can prove that these variables
satisfy to the following separated relations

(
uipui

)2 = ui(au4
i + α1ui + α2) , i = 1, 2. (19)

Expressions (17), (18 ) and (19) yield standard Abel quadratures

du1√
f(u1)

+
du2√
f(u2)

= 2dt2 ,
u1du1√
f(u1)

+
u2du2√
f(u2)

= 2dt1, (20)

on hyperelliptic curve C of genus two defined by equation

C : y2 = f(x) , f(x) = x(ax4 + α1x + α2) . (21)

Suppose that transformation of variables

(q1, q2, p1, p2) → (q̃1, q̃2, p̃1, p̃2) (22)
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preserves Hamilton equations (17) and (18) and the form of Hamiltonians (16).
It means that new parabolic coordinates ũ1,2 = q̃2 ±

√
q̃21 + q̃22 satisfy to the

same equations

dũ1√
f(ũ1)

+
dũ2√
f(ũ2)

= 2dt2 ,
ũ1dũ1√
f(ũ1)

+
ũ2dũ2√
f(ũ2)

= 2dt1 . (23)

Subtracting (23) from (20) one gets Abel differential equations

ω1(x1, y1) + ω1(x2, y2) + ω1(x′′
1 , y′′

1 ) + ω1(x′′
2 , y′′

2 ) = 0 ,

ω2(x1, y1) + ω2(x2, y2) + ω2(x′′
2 , y′′

1 ) + ω2(x′′
2 , y′′

2 ) = 0 ,
(24)

where

x1,2 = u1,2, y1,2 = u1,2pu1,2 , x′′
1,2 = ũ1,2, y′′

1,2 = −ũ1,2p̃u1,2

and ω1,2 form a base of holomorphic differentials on hyperelliptic curve C of
genus g = 2

ω1(x, y) =
dx

y
, ω2(x, y) =

xdx

y
.

These Abel equations are related to the Picard group which is isomorphic to
Jacobian of C [20] and we can consider canonical transformation (22) of variables
in the phase space as some group operation in the Jacobian.

Let us suppose that generic points P1 = (x1, y1) and P2 = (x2, y2) form
divisor D in (4), whereas points P ′′

1,2 = (x′′
1,2, y

′′
1,2) belong to support of resulting

divisor D′′. Canonical transformations (22) associated with arithmetic opera-
tions (4) are completely defined by coefficients bk of polynomial P (10). In the
first case, these coefficients bk are defined by

Ab0 = q1x′
1x′

2(x
′
1−x′

2)

(
p1

(
q2
1+4q2

2−2q2(x
′
1+x′

2)+x′
1x′

2

)
+q1p2(x

′
1+x′

2+2q2)

)

− 2q2
1x′

2(q
2
1+2q2x′

2−x′
2
2)y′

1+2q2
1x′

1(q
2
1+2q2x′

1−x′
2
2)y′

2;

Ab1 = (x′
2−x′

1)
(

q1p1

(
(q2

1+4q2
2)(x

′
1+x′

2)−2q2(x
′
1
2+x′

1x′
2+x′

2
2)

)

− p2

(
2q2

1q2(x
′
1+x′

2)−q2
1(x

′
1
2+x′

1x′
2+x′

2
2)+x′

1
2x′

2
2
))

+ 2(q2
1−2q2x′

2)(q
2
1+2q2x′

2−x′
2
2)y′

1−2(q2
1−2q2x′

1)(q
2
1+2q2x′

1−x′
1
2)y′

2 ,

Ab2 = (x′
1−x′

2)
(

q1p1(q
2
1+4q2

2−x′
1
2−x′

1x′
2−x′

2
2)−

(
2q2

1q2+(x′
1+x′

2)x
′
1x′

2

)
p2

)

+ 2(2q2+x′
2)(q

2
1+2q2x′

2−x′
2
2)y′

1−2(2q2+x′
1)(q

2
1+2q2x′

1−x′
1
2)y′

2 ,

Ab3 = (x′
2−x′

1)(q1p1(2q2−x′
1−x′

2)−(q2
1+x′

1x′
2)p2)−2(q2

1+2q2x′
2−x′

2
2)y′

1−2(q2
1+2q2x′

1−x′
1
2)y′

2 ,

where
A = 2(x′

1 − x′
2)(q

2
1 + 2q2x

′
1 − x′

2
2)(q21 + 2q2x

′
2 − x′

2
2).
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Substituting these coefficients into the following expressions one gets explicit
formulae for the new variables

q̃2 = −q2 − x′
1+x′

2
2 − b2

b3
+ a

2b23
,

q̃21 = −q21 + 2q̃2(2q2 + x′
1 + x′

2) + 2q2(x′
1 + x′

2) + x′
1x

′
2 − 2b1

b3
− b22

b23
,

p̃1 = − 2b0
q̃1

− 4q̃1q̃2b3 − 2q̃1b2 , p̃2 = −2(q̃21 + 4q̃22)b3 − 4q̃2b2 − 2b1 .

(25)

In Case 2 we have

Bb0 = −8aq41(2p1q1q2 − p2q21 − 2p2q
2
2) + q21p1(p

2
1q1 + 2p1p2q2 − 2p22q1) ,

Bb1 = −8aq21(p1q
3
1 + 10p1q1q

2
2 − 4p2q

2
1q2 − 4p2q

3
2) − 2p31q1q2 + 3p21q

2
1p2

− 4p21p2q
2
2 + 4p1p

2
2q1q2 − 2p32q

2
1 ,

Bb2 = −8aq1(12p1q
3
2 + p2q

3
1 − 2p2q1q

2
2) + p21(p1q1 + 4p2q2) ,

Bb3 = 8aq1(p1q21 + 6p1q
2
2 − 2p2q1q2) − p2p

2
1 ,

B = 4q1(p21q1 + 2p1p2q2 − p22q1)

so that

q̃2 = −2q2 + 1(
8q1(p1q21+6p1q22−2p2q1q2)a−p2p21

)2

×
(
64q2

1(12p1q3
2+p2q3

1−2p2q1q2
2)(p1q2

1+6p1q2
2−2p2q1q2)a

2+p4
1p2(p1q1+4p2q2)

−8aq1(6p4
1q1q2

2−2p3
1p2q2

1q2+36p3
1p2q3

2+3p2
1p2

2q3
1−14p2

1p2
2q1q2

2+4p1p3
2q2

1q2−p4
2q3

1)

)
,

q̃21 =−
(

8aq21(2p1q1q2−p2q21−2p2q22)−p1(p21q1+2p1p2q2−2p22q1
8aq1(p1q21+6p1q22−2p2q1q2)−p2p21

)2

, (26)

q̃1p̃1 = −2b0 − 2q̃21(b2 + 2q̃2b3) , p̃2 = −2(q̃21 + 4q̃22)b3 − 4q̃2b2 − 2b1 .

In Case 3 coefficients are equal to

b0 = (x′
1(2p1q2x′

1−p2q1)p1x′
1
2+2q1y′

1)q1
2(q2

1+2q2x′
1−x′

1
2)

b1 = − 2p1q1q2−p2(q
2
1−x′

1
2)−4q2y′

1
2(q2

1+2q2x′
1−x′

1
2)

, b2 = p1q1+p2x′
1−2y′

1
2(q2

1+2q2x′
1−x′

1
2)

,
(27)

so that

q̃2 = −q2 − x′
1

2
+

b22
2a

= −q2 − x′
1

2
+

(p1q1 + p2x
′
1 − 2y′

1)
2

8a(q21 + 2q2x′
1 − x′

1
2)2

,

q̃21 = −q21+2q̃2(2q2+x′
1)+2q2x′

1+
2b1b2

a (28)

= −q21+2q̃2(2q2+x′
1)+2q2x′

1− (p1q1+p2x′
1−2y′

1)(2p1q1q2−p2q21+p2x′
1
2−4q2y′

1)

2a(q21+2q2x′
1−x′

1
2)2

,

p̃2 = −4q̃2b2 − 2b1 = −p2 − 2(q2 − q̃2)(2y′
1 − p1q1 − p2x

′
1)

q21 + 2q2x′
1 − x′

1
2 ,

q̃1p̃1 = −2b0 − 2q21b2 = −q2p2 − (q21 − q̃22)(2y′
1 − p1q1 − p2x

′
1)

q21 + 2q2x′
1 − x′

1
2 .
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These explicit formulae for q̃1,2 and p̃1,2 can be easily obtained using any modern
computer algebra system.

We present these bulky expressions here only so that any reader can verify
that these transformations (q, p) → (q̃, p̃) are different, i.e. cannot be obtained
from each other for special values of parameters, and that these transformations
have the following properties.

Theorem 1. Equations (25), (26) and (28) determine canonical transforma-
tions (22) on T ∗

R
2 of valencies one and two for which original Poisson bracket

(15) has the following form in new variables

1, 3. {q̃i, p̃j} = δi,j , {q̃1, q̃2} = {p̃1, p̃2} = 0 ,

2. {q̃i, p̃j} = 2δi,j , {q̃1, q̃2} = {p̃1, p̃2} = 0 ,

respectively. These canonical transformations preserve the form of integrals of
motion (13), i.e. they are auto-Bäcklund transformations of the Hénon-Heiles
system.

The proof is a straightforward calculation. In the same manner, i.e. using a
computer implementation of Cantor’s algorithm, we can prove that auto-BT
associated with tripling D′′ = [3]D of divisor has valence three.

For canonical transformation (q, p) → (q̃, p̃) of valence c the Jacobi matrix of
transformation

V =

⎛

⎜⎝

∂q̃
∂q

∂q̃
∂p

∂p̃
∂q

∂p̃
∂p

⎞

⎟⎠

is a generalized symplectic matrix of valence c

V �ΩV = cΩ , Ω =
(

0 Id
−Id 0

)
,

see details in [9].
Summing up, using Jacobian arithmetic for hyperelliptic curves, we can iden-

tify various cryptographic algorithms and protocols [12] with various schemes of
the discretization of continuous Hamiltonian flows in classical mechanics. The
fact most interesting to us is that the corresponding auto-BTs also yield new
canonical variables on the original phase space, which can be used for construc-
tion of new integrable systems in the framework of the Jacobi method.

For instance, let us suppose that divisor D′ in Case 3 consists of ramification
point P0 = (0, 0) on C. In this case variables ũ1,2, p̃u1,2 are defined by Eqs. (7)
and (9) for x′′

k = ũk and y′′
k = ũkp̃uk

:

ũ1 + ũ2 = −u1 − u2 + b22
a , ũ1ũ2 = − 2b1b2

a − (u1 + u2)(ũ1 + ũ2) − u1u2,

p̃u1 = − b2ũ2
1+b1ũ1+b0

ũ1
, p̃u2 = − b2ũ2

2+b1ũ2+b0
ũ2

,



60 A. V. Tsiganov

where coefficients bk are given by (27). Substituting y = p̃1,2 and x = ũ1,2 into
the separated relation

C̃ : (y2 − ax3 − H̃1 − H̃2)(y2 − ax3 − H̃1 + H̃2) + abx + acy = 0 ,

which defines genus three hyperelliptic curve C̃, and solving the resulting equa-
tions with respect to H̃1,2, one gets Hamiltonian

H̃1 =
p21
8

+
p22
4

− aq2(3q21 + 8q22) +
b

2q21
− cp1

q31
. (29)

Theorem 2. After additional canonical transformation

q1 → q1/
√

2 , p1 →
√

2(p1 + 2cq−3
1 )

we identify (29) with Hamiltonian for second integrable Hénon-Heiles system
with quartic additional integral H2 [14].

Other integrable deformations of the original Hamiltonians (13) may be found
in [31,32].

3.2 System with Quartic Potential

Let q1,2 are Cartesian coordinates on the plane, then elliptic coordinates u1,2

with parameters ξ1,2 are defined through the equation

1 +
q21

u − ξ1
+

q22
u − ξ2

=
(u − u1)(u − u2)
(u − ξ1)(u − ξ2)

, ξi ∈ R .

The elliptic coordinate system is orthogonal, and the coordinates take values C
only in the intervals

u1 < ξ1 < u2 < ξ2 .

By a simultaneous shifting of the coordinates and the parameters it is always
possible to take ξ1 = 0 and ξ2 = κ2 > 0.

Substituting

q1 =

√
(u2 − ξ1)(ξ1 − u1)

ξ2 − ξ1
, q2 =

√
(ξ2 − u1)(ξ2 − u2)

ξ2 − ξ1
(30)

and momenta

p1 =
2
(
pu1 (ξ2−u1)−pu2 (ξ2−u2)

)√
u2−ξ1

√
ξ1−u1

(u1−u2)
√

ξ2−ξ1

p2 =
2
(
pu1 (ξ1−u1)−pu2 (ξ1−u2)

)√
ξ2−u2

√
ξ2−u1

(u1−u2)
√

ξ2−ξ1

in the Hamiltonian

H1 =
p21 + p22

2
+ V (q1, q2)
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with potential

V = 2a(q2
1+q2

2−ξ1−ξ2)

(
(q2

1+q2
2)

2−2ξ1q2
1−2ξ2q2

2+ξ2
1+ξ2

2

)

− 2b

(
(q2

1+q2
2)

2−(2ξ1+ξ2)q
2
1−(ξ1+2ξ2)q

2
2+ξ2

1+ξ1ξ2+ξ2
2

)
+2c(q2

1+q2
2−ξ1−ξ2),

one gets

H1 =
2(ξ2 − u1)(ξ1 − u1)p2u1

+ 2(ξ2 − u2)(u2 − ξ1)p2u2

u2 − u1
+

U(u1) − U(u2)
u1 − u2

,

where
U = 2u2(au2 + bu + c) .

According to Bertrand-Darboux theorem second integral of motion is equal to

H2 =
2u2(ξ2 − u1)(ξ1 − u1)p

2
u1 + 2u1(ξ2 − u2)(u2 − ξ1)p

2
u2

u2 − u1
+

u2U(u1) − u1U(u2)

u2 − u1
,

so that separated relations have the form

(ξ2 − ui)(ξ1 − ui)p2ui
= au4

i + bu3
i + cu2

i + α1ui + α2 , i = 1, 2, (31)

where H1,2 = −2α1,2. The corresponding Abel quadratures on the genus 2 hyper-
elliptic curve C reads as

du1√
f(u1)

+
du2√
f(u2)

= 4dt1 ,
u1du1√
f(u1)

+
u2du2√
f(u2)

= 4dt2,

where f(x) is the following polynomial of six order

f(u) = (u − ξ1)(u − ξ2)(au4 + bu3 + cu2 + α1u + α2) . (32)

In order to get auto-Bäcklund transformation

B : (u1, pu1 , u2, pu2) → (ũ1, p̃u1 , ũ2, p̃u2)

we can use Abel differential Eq. (24), where

x1,2 = u1,2 , y1,2 = (u1,2 − ξ1)(u1,2 − ξ2)pu1,2

x3,4 = ũ1,2 , y3,4 = −(ũ1,2 − ξ1)(ũ1,2 − ξ2)p̃u1,2 .

For the brevity we present expressions for new coordinates only at λ = 0 and
ξ1 = 0, ξ2 = κ2:

ũ1 + ũ2 =
(u1−u2)

2
(
a(u2

1+u2
2−κ2u1−κ2u2)+b(u1+u2−κ2)+c

)
+A

(u1−u2)B
,

ũ1ũ2 =
κ2

(
(u1−u2)

(
a(u2

1+u1u2+u2
2)+b(u1+u2)+c

)
+(κ2−u1)p

2
u1

−(κ2−u2)p
2
u2

)

B ,
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where

A =2
√

a(u1−u2)
(
u2(κ

2−u1)pu1−u1(κ
2−u2)pu2

)
−
(
(κ2−u1)pu1−(κ2−u2)pu2

)2

and
B =a(u1−u2)(κ

2−2u1−2u2)+2
√

a
(
(κ2−u1)pu1−(κ2−u2)pu2

)
−b(u1−u2).

The corresponding momenta are defined by polynomial

P(x) =
√

a(x−u1)(x−u2)x+
x(x − u2)(κ2 − u1)pu1

u1 − u2
+

x(x − u1)(κ2 − u2)pu2

u2 − u1
.

Substituting these variables into the new separated equations

Φ± = (ξ − ũ)p̃2u − aũ3 − bũ2 − cũ +
H̃1

2
±

√
H̃2

2
= 0 , i = 1, 2 . (33)

one gets a pair of new Hamiltonians

H̃1 = H1 +
H2

2
ũ1 + ũ2

ũ1ũ2
,

√
H̃2 = H2

ũ2 − ũ1

ũ1ũ2
.

which define new system of Hamilton-Jacobi equations. In original coordinates
after scaling transformation

p1 →
√

2p1 , q1 → q1√
2
,

first Hamiltonian is equal to

H̃1 = p21+p22
2 +a

(
2κ6−(q2

1+6q2
2)κ

4+

(
3q41
4 +

7q21q22
2 +6q4

2

)
κ2− (q21+4q22)(q21+2q22)2

8

)

+
√

aq1((κ2−q2
2)p1+

p2q1q2
2 )+b

(
q41
4 +

3q21q22
2 +2q4

2−κ2(q2
1+4q2

2)+2κ4
)

−c

(
q21
2 +2q2

2−2κ2
)

.

(34)

Theorem 3. For a �= 0 integrable Hamiltonian (34) with velocity dependent
potential determines new integrable deformation of the known integrable Hamil-
tonian with quartic potential [14].

Second Hamiltonian H̃2 is the polynomial of fourth order in the momenta. For
brevity, we present this polynomial only for b = c = 0

˜H2 =
p4
1
4
−

√
ap1q1

(

2(q2
2−κ2)p2

1−3p1p2q1q2+p2
2q2

1

)

2
− aq2

1
8

(

(

q4
1+12q2

1q2
2+12q4

2−6κ2(q2
1−2q2

2)
)

p2
1

−8q1q2(q
2
1+q2

2)p1p2+2q2
1(q

2
1+q2

2−κ2)p2
2

)

− a3/2q31
8

(

(

16κ6+2(q2
1+2q2

2)(q
2
1q2

2+2q4
2−6κ4)

+2q2
1(q

2
1+6q2

2)κ
2
)

p1−q1q2

(

q4
1+4q2

1q2
2+4q4

2+2κ2(q2
1−2q2

2)
)

p2

)

+
a2q41
64

(

64κ8−32(3q2
1+8q2

2)κ
6

+4(13q4
1+60q2

1q2
2+84q4

2)κ
4−4(3q2

1+10q2
2)(q

2
1+2q2

2)
2κ2+(q2

1+2q2
2)

4
)

.
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4 Equivalence Relations and New Integrable Systems
on the Plane

Let us take an integrable system with Hamiltonians

H1 = p2
1+p2

2
4 + a

q2
1

− 2bq2
q4
1

+ c(q2
1+4q2

2)

q6
1

, a, b, c ∈ R ,

H2 = −p1(p1q2−p2q1)
2 − 2aq2

q2
1

+ b(q2
1+4q2

2)

q4
1

− 4cq2(q
2
1+2q2

2)

q6
1

.

(35)

According to [30] there is integrable deformation of this Hamilton function at
b = 0

H̄1 = H + ΔH =
p21 + p22

4
+

a

q21
+

c(q21 + 4q22)
q61

+ d(q21 + q22) +
e

q22
.

The corresponding second integral of motion is the polynomial of fourth order
in momenta. Our initial aim was to find variables of separation for this system
in the framework of Abel theory. Instead of this, we find new integrable defor-
mation of the Hamiltonian (35) with second polynomial integrals of sixth order
in momenta. Below we describe construction of this new integrable system in
details.

4.1 Separation of Variables and Abel Differential Equation

In parabolic coordinates Hamiltonians H1,2 (35) look like

H1 =
u1p2

u1
u1−u2

+
u2p2

u2
u2−u1

− a
u1u2

− b(u1+u2)
u2
1u2

2
− c(u2

1+u1u2+u2
2)

u3
1u3

2
,

H2 =
u1u2p2

u1
u2−u1

+
u1u2p2

u2
u1−u2

+ a(u1+u2)
u1u2

+ b(u2
1+u1u2+u2

2)

u2
1u2

2
+ c(u1+u2)(u

2
1+u2

2)

u3
1u3

2
.

(36)

The corresponding Hamilton-Jacobi equations H1,2 = α1,2 are equivalent to
separation relations

Φ(ui, pi,H1,H2) =
(
u2

i pui

)2 − (H1u
4
i + H2u

3
i − au2

i − bui − c) = 0 ,

which determine the elliptic curve

C : y2 = f(x) , f(x) = α1u
4 + α2u

3 − au2 − bu − c , (37)

i.e. variables
x1,2 = u1,2, y1,2 = u2

1,2pu1,2

may be identified with abscissas and ordinates of two points on C. In this case
the number degrees of freedom m = 2 does no equal to the genus g = 1 of
the underlying elliptic curve and, therefore, standard construction of BTs from
[7,21] cannot be applied because it works only when m = g.
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Equations of motion for x1,2 are equal to

dx1

dt
= {u1, H1} =

∂H1

∂pu1

=
2y1

x1(x1 − x2)
,

dx2

dt
= {u2, H1} =

∂H1

∂pu2

=
2y2

x2(x2 − x1)
.

(38)
It allows us to obtain Abel quadratures

x1dx1

y1
+

x2dx2

y2
= 0 , and

x2
1dx1

y1
+

x2
2dx2

y2
= 2dt ,

which involve non-regular differentials [1]. Thus, following to Weierstrass idea
[36], we change time t → s in (38) and introduce new equations

du1

ds
= {u1,H1}W =

2x1y1
x1 − x2

,
du2

ds
= {u2,H1}W =

2x2y2
x2 − x1

. (39)

in order to reduce Abel quadratures to the following form

dx1

x1y1
+

dx2

x2y2
= 0 ,

dx1

y1
+

dx2

y2
= 2ds1 . (40)

After the Weierstrass change of time second quadrature incorporates standard
holomorphic differential on the elliptic curve C that allows us to relate this
equation with Picard group and Jacobian of C. Equations of motion (39) are
Hamiltonian equations with respect to the new Poisson bracket

{ui, puj
}W = u2

i δij , {u1, u2}W = {pu1 , pu2}W = 0 , (41)

which is compatible with the original canonical bracket {., .} (15).
Suppose that transformation of variables

B : (u1, u2, pu1 , pu2) ↔ (ũ1, ũ2, p̃u1 , p̃u2) (42)

preserves form of Hamilton equations (39) and Hamilton-Jacobi equations, i.e.

H1(u, pu) = α1 = H1(ũ, p̃u1) , H2(u, pu) = α2 = H2(ũ, p̃u1) ,

where functions H1,2 are given by (36). It means that variables x1,2, y1,2 and

x′
1,2 = ũ1,2 , y′

1,2 = −ũ2
1,2p̃u1,2 .

satisfy to the Abel differential equation

dx1

y1
+

dx2

y2
+

dx′
1

y′
1

+
dx′

2

y′
2

= 0 . (43)

In this case, points on the curve P1,2 = (x1,2y1,2) and P ′
1,2 = (x′

1,2, y
′
1,2) form

weight two unreduced divisors D and D′ on C. An equivalence relations between
these divisors we identify with desired auto-BT. Indeed, the corresponding Abel
polynomial is equal to

ψ(x) = f(x) − P(x)2 = A(x − x1)(x − x2)(x − x′
1)(x − x′

2) , A = α1 − b22 ,
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where b2 is the coefficient of polynomial P(x) = b2x
2 + b1x + b0. It allows us to

explicitly determine the desired mapping B (42) using polynomial

(x − x′
1)(x − x′

2) =
f(x) − P(x)2

A(x − x1)(x − x2)
, (44)

where f(x) is given by (37), and polynomial of the second order has the form

P(x) = x

(
(x − x2)y1
x1(x1 − x2)

+
(x − x1)y2
x2(x2 − x1)

)
. (45)

Theorem 4. If variables ũ1,2 are solutions of equation
(

H1 −
(

u1pu1 − u2pu2

u1 − u2

)2
)

x2 − bu1u2 + c(u1 + u2)
u2
1u

2
2

x − c

u1u2
= 0

and

p̃u1,2 = −ũ−2
1,2 P

∣∣
x=ũ1,2

, P(x) = x

(
(x − u2)u1pu1

u1 − u2
+

(x − u1)u2pu2

u2 − u1

)
,

then mapping B (42) preserves the form of Hamilton equations (39), the form
of Hamiltonians H1,2 (35) and (36) and the form of the Poisson bracket {., .}W

(41), i.e.

{ũi, p̃uj
}W = ũ2

i δij , {ũ1, ũ2}W = {p̃u1 , p̃u2}W = 0 .

The proof is a straightforward calculation.
Of course, we can not use this mapping B (42) for discretization of Hamil-

tonian flows (39), but this auto-BT is the hidden symmetry which describes
fundamental properties of the given Hamiltonian system similar to the Noether
symmetries.

4.2 Construction of the New Integrable System on T ∗
R

The following Poisson map

ρ : (u1, u2, pu1 , pu2) → (u1, u2, u
2
1pu1 , u

2
2pu2)

reduces canonical Poisson bracket {., .} to bracket {., .}W , which allows us to
rewrite equations of motion (39) in Hamiltonian form.

Using the composition of Poisson mappings ρ and B (42) we determine vari-
ables û1,2, which are solutions of equation

(
ρ(H1) −

(
u3
1pu1 − u3

2pu2

u1 − u2

)2
)

x2 − bu1u2 + c(u1 + u2)
u2
1u

2
2

x − c

u1u2
= 0 (46)
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where

ρ(H1) =
u5
1p

2
u1

u1 − u2
+

u5
2p

2
u2

u2 − u1
− a

u1u2
− b(u1 + u2)

u2
1u

2
2

− c(u2
1 + u1u2 + u2

2)
u3
1u

3
2

.

The corresponding momenta are equal to

p̂u1,2 = −û−4
1,2 P̂

∣∣∣
x=û1,2

, P̂ = x

(
(x − u2)u3

1pu1

u1 − u2
+

(x − u1)u3
2pu2

u2 − u1

)
. (47)

Straightforward calculation allows us to prove the following statement.

Theorem 5. Canonical Poisson bracket

{ui, puj
} = δij , {u1, u2} = {pu1 , pu2} = 0

has the same form

{ûi, p̂uj
} = δij , {û1, û2} = {p̂u1 , p̂u2} = 0

in variables û1,2 and p̂u1,2 (46) and (47).

Thus, we obtain new canonical variables on phase space T ∗
R

2, which can be
useful to construction of new integrable systems in the frameworks of the Jacobi
method.

For instance, let us substitute these variables into the separated relations
similar to (33)

2λi =
(

û4
i p̂

2
ui

+
a

û2
i

+
b

û3
i

+
c

û4
i

)
= Ĥ1 ±

√
Ĥ2 , i = 1, 2, (48)

and solve these relations with respect to Ĥ1,2.

Theorem 6. Functions on phase space T ∗
R

2

Ĥ1 = λ1 + λ2 , Ĥ2 = (λ1 − λ2)2 ,

are in involution with respect to the following compatible Poisson brackets

{ûi, p̂uj
} = δi,j , {û1, û2} = {p̂u1 , p̂u2} = 0 , (49)

and
{ûi, p̂uj

}′ = λ−1
i δi,j , {û1, û2}′ = {p̂u1 , p̂u2}′ = 0 . (50)

The proof is a straightforward calculation.
Moreover, using the corresponding bivectors P and P′ it is easy to prove that

vector field

X = Pd(λ1 + λ2) = P′d
(

λ2
1 + λ2

2

2

)
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is bi-Hamiltonian vector field. This trivial in û1,2 and p̂u1,2 variables Hamiltonian
Ĥ1 = λ1 + λ2 has more complicated form in original parabolic coordinates and
momenta:

Ĥ1 =
(
bu1u2+c(3u1+u2)

)
u4
1p2

u1
c(u1−u2)

+
(
bu1u2+c(u1+3u2)

)
u4
2p2

u2
c(u2−u1)

− (bu1+c)(au2
1+bu1+c)

cu4
1

− (bu2+c)(au2
2+bu2+c)

cu4
2

− 4ac+b2

cu1u2
− 5b(u1+u2)

u2
1u2

2
− 4c(u2

1+u1u2+u2
2)

u3
1u3

2
.

Second integral is polynomial of sixth order in momenta

Ĥ2=

⎛
⎝cu4

1u4
2(u

2
1pu1 − u2

2pu2 )2 +
(u1−u2)2

(
(3u2

1+2u1u2+3u2
2)c2+2u1u2

(
2au1u2+b(u1+u2)

)
c−b2u2

1u2
2

)

4

⎞
⎠

×
(

u4
1p2u1

−u4
2p2u2

c(u1−u2)2
− a(u1+u2)

cu2
1u2

2(u1−u2)
− b(u2

1+u1u2+u2
2)

cu3
1u3

2(u1−u2)
− (u1+u2)(u2

1+u2
2)

u4
1u4

2(u1−u2)

)2

If we put a = b = 0 and then c = 0, the second integral of motion cĤ2 = K2

becomes a complete square. So, we have the geodesic flow on the plane with
integrals of motion

T =
u4
1(3u1 + u2)p2u1

u1 − u2
+

u4
2(u1 + 3u2)p2u2

u2 − u1

and

K =
u2
1u

2
2(u

2
1pu1 − u2

2pu2)(u
4
1p

2
u1

− u4
2p

2
u2

)
(u1 − u2)2

.

In Cartesian coordinates these integrals of motion read as

T =
(q21 + 6q22)q

2
1p

2
1

2
+ (5q21 + 12q22)q1q2p1p2 +

(q41 + 8q21q
2
2 + 12q42)p

2
2

2
and

K =
q71q2p

3
1

4
+

q61(q
2
1 + 6q22)p

2
1p2

4
+ q51q2(q

2
1 + 3q22)p1p

2
2 + q41(q

2
1 + 2q22)q

2
2p

3
2 .

It is easy to prove that Hamiltonian T has no polynomial integrals of motion of
first or second order in momenta.

Such nonstandard Hamiltonians may appear in the study of a wide range of
fields such as nonholonomic dynamics, control theory, seismology, biology, in the
study of a self graviting stellar gas cloud, optoelectronics, fluid mechanics etc.

4.3 Other New Integrable Systems on the Plane

If we substitute parabolic coordinates u1,2 and conjugated momenta pu1,2 into a
family of separated relations

A :
(
u2pu

)2 − (H1u
4 + H2u

3 + au2 + bu + c) = 0 ,

B :
(
u2pu

)2 − (au4 + H1u
3 + H2u

2 + bu + c) = 0 ,

C :
(
u2pu

)2 − (au4 + bu3 + H1u
2 + H2u + c) = 0 ,

D :
(
u2pu

)2 − (au4 + bu3 + cu2 + H1u + H2) = 0

(51)
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and solve the resulting pairs of equations with respect to H1,2, we obtain dual
Stäckel systems for which every trajectory of one system is a reparametrized tra-
jectory of the other system [29]. The corresponding integrable diagonal metrics

gkm =

(
uk
2um

1
u1−u2

0

0 uk
1um

2
u2−u1

)
, k = 0, 1; m = 1, . . . , 4,

are geodesically equivalent metrics [22].
For each of these systems we can construct an analogue of the Bäcklund

transformation and Poisson map ρ, associated with the Weierstrass change of
time, that allows us to get different canonical variables and different integrable
systems on T ∗

R
2. The first case in (51) was considered in the previous section,

whereas the third case leads to an integrable system with quadratic integrals of
motion. Thus, below we consider only the second and fourth separation relations
in (51).

Case B. In this case

f(x) = ax4 + H1x
3 + H2x

2 + bx + c , P (x) = x

(
(x − x2)y1
x1(x1 − x2)

+
(x − x1)y2
x2(x2 − x1)

)

and variables x3,4 = ũ1,2 are the roots of polynomial

ψ(x)
(x − u1)(x − x2)

=
(

a − (u1pu1 − u2pu2)
2

(u1 − u2)2

)
x2 +

bu1u2 + c(u1 + u2)
u2
1u

2
2

x+
c

u1u2
.

These coordinates commute with respect to the Poisson brackets

{ui, puj
}W = uiδij , {u1, u2}W = {pu1 , pu2}W = 0 .

Using an additional Poisson map

ρB : (u1, u2, pu1 , pu2) → (u1, u2, u1pu1 , u2pu2) ,

we can define canonical variables û1,2 on T ∗
R

2, which are the roots of polynomial
(

a − (u2
1pu1 − u2

2pu2)
2

(u1 − u2)2

)
x2 +

bu1u2 + c(u1 + u2)
u2
1u

2
2

x +
c

u1u2
,

and the conjugated momenta

p̂u1,2 = −û−3
1,2 P̂

∣∣∣
x=û1,2

, P̂ = x

(
(x − u2)u2

1pu1

u1 − u2
+

(x − u1)u2
2pu2

u2 − u1

)
,

so that
{ûi, p̂uj

} = δij , {û1, û2} = {p̂u1 , p̂u2} = 0 .

Substituting these canonical variables into the separated relations

2λi =
(

û3
i p̂

2
ui

− aûi − b

û2
i

− c

û3
i

)
= Ĥ1 ±

√
Ĥ2 , i = 1, 2,
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one gets Hamilton function

Ĥ1 =
u3
1

(
bu1u2+c(3u1+u2)

)
p2
u1

c(u1−u2)
+

u3
2

(
bu1u2+c(u1+3u2)

)
p2
u2

c(u2−u1)
− a

(
bu1u2

c + 3(u1 + u2)
)

+ b2(u1+u2)
cu1u2

+ b(u1+2u2)(2u1+u2)
u2
1u2

2
+ c(u1+u2)(u

2
1+3u1u2+u2

2)

u3
1u3

2

and the second integral of motion, which is polynomial of sixth order in momenta

Ĥ2 =
(

u3
1u3

2(u
2
1pu1−u2

2pu2 )
2

c(u1−u2)2
− au3

1u3
2

c + b2u2
1u2

2
4c2 + b(u1+u2)u1u2

2c + (u1+u2)
2

4

)

× 4
(u1−u2)2

(
a(u1 − u2) + b

(
1
u2
1

− 1
u2
2

)
+ c

(
1
u3
1

− 1
u3
2

)
− u3

1p
2
u1

+ u3
2p

2
u2

)2

.

Vector field associated with Hamiltonian Ĥ1 is a bi-Hamiltonian vector field with
respect to the compatible Poisson brackets (49) and (50).

If we put a = b = 0 and then c = 0, we obtain a geodesic flow on the plane
with an integral of motion of third order in momenta

Ĥ1 = T =
u3
1(3u1+u2)p

2
u1

u1−u2
+

u3
2(u1+3u2)p

2
u2

u2−u1
,

K =
u
3/2
1 u

3/2
2 (u2

1pu1−u2
2pu2 )(u

3
1p2

u1
−u3

2p2
u2

)

(u1−u2)2
.

(52)

In original Cartesian coordinates these integrals of motion have the form

Ĥ1 = T =
3q21q2

2
p21 + (q21 + 6q22)q1p1p2 +

q2(5q21 + 12q22)
2

p22

and

K = q61p
3
1 + 6q51q2p

2
1p2 + q41(q

2
1 + 12q22)p1p

2
2 + 2(q21 + 4q22)q

3
1q2p

3
2 .

Construction and classification of all the integrable geodesic flows on Riemannian
manifolds is a classical problem in Riemannian geometry [3,19,22]. We propose
to use auto-BTs to solution of this problem.

Case D. In this case

f(x) = ax4 + bx3 + cx2 + H1x + H2 , P (x) = x

(
(x − x2)y1
x1(x1 − x2)

+
(x − x1)y2
x2(x2 − x1)

)

and variables x3,4 = ũ1,2 are the roots of polynomial

ψ(x)
(x−u1)(x−x2)

=
(
a − (u1pu1−u2pu2 )

2

(u1−u2)2

)
x2 +

(
a(u1 + u2) + b − u2

1p2
u1

−u2
2p2

u2
u1−u2

)
x

+
(

a(u2
1 + u1u2 + u2

2) + b(u1 + u2) + c − u3
1p2

u1
−u3

2p2
u2

u1−u2

)
.
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These coordinates commute with respect to the Poisson brackets

{ui, puj
}W = u−1

i δij , {u1, u2}W = {pu1 , pu2}W = 0

associated with the Weierstrass change of time.
Using an additional Poisson map

ρD : (u1, u2, pu1 , pu2) → (u1, u2, u
−1
1 pu1 , u

−1
2 pu2) ,

we can define canonical variables û1,2 on T ∗
R

3, which are the roots of polynomial

ρD

(
ψ(x)

(x−u1)(x−x2)

)
=

(
a − (pu1−pu2 )

2

(u1−u2)2

)
x2 +

(
a(u1 + u2) + b − p2

u1
−p2

u2
u1−u2

)
x

+
(

a(u2
1 + u1u2 + u2

2) + b(u1 + u2) + c − u1p2
u1

−u2p2
u2

u1−u2

)
,

and the conjugated momenta

p̂u1,2 = −û−1
1,2 P̂

∣∣∣
x=û1,2

, P̂ = x

(
(x − u2)pu1

u1 − u2
+

(x − u1)pu2

u2 − u1

)
,

so that
{ûi, p̂uj

} = δij , {û1, û2} = {p̂u1 , p̂u2} = 0 .

Substituting these variables into the separation relations

2λi =
(
ûip̂

2
ui

− aû3
i − bû2

i − cûi

)
= Ĥ1 ±

√
Ĥ2 , i = 1, 2,

one gets Hamilton function

Ĥ1 =
u1(2u1 + u2)p2u1

u1 − u2
+

u2(u1 + 2u2)p2u2

u2 − u1
− a(u1 + u2)(2u2

1 + u1u2 + 2u2
2)

− b(2u2
1 + 3u1u2 + 2u2

2) − 2c(u1 + u2) (53)

and the second integral of motion, which is polynomial of fourth order in
momenta

̂H2 = u2
1u

2
2

(

(pu1−pu2 )3
(

(3u1+u2)pu1+(u1+3u2)pu2

)

(u1−u2)3
− 4c(pu1−pu2 )2

(u1−u2)2

− 2a
(

3(u2
1+u2

2)(p
2
u1

+p2
u2

)−4(u2
1+u1u2+u2

2)pu1pu2

)

(u1−u2)2
− 2b(pu1−pu2 )

(

(u1+3u2)pu1−(3u1+u2)pu2

)

(u1−u2)2

+a2(3u2
1 + 2u1u2 + 3u2

2) + a(2b(u1 + u2) + 4c) − b2
)

.

Vector field associated with Hamiltonian Ĥ1 is a bi-Hamiltonian vector field with
respect to the compatible Poisson brackets (49) and (50).
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If we put a = b = 0 and then c = 0, we obtain a geodesic flow with an integral
of motion, which is polynomial of fourth order in momenta

Ĥ1 = T =
u1(2u1 + u2)p2u1

u1 − u2
+

u2(u1 + 2u2)p2u2

u2 − u1
,

K =
u2
1u

2
2(pu1 − pu2)

3
(
(3u1 + u2)pu1 + (u1 + 3u2)pu2

)

(u1 − u2)3
.

This integrable system is superintegrable system with one more integral of
motion, which is a polynomial of third order in momenta

J =
u1u2(pu1 − pu2)

2(u2
1pu1 − u2

2pu2)
(u1 − u2)3

,

so that
{T,K} = 0 , {T, J} = 0 , {J,K} �= 0 .

In original Cartesian coordinates these integrals of motion are

T = q2

(
p21
2

+ p22

)
+

q1p1p2
2

, K =
(q21 − q22)p

4
1

4
+

q1q2p
3
1p2

2

and
J = (q1p1 + 2q2p2)p21 .

Using additional canonical transformation we can reduce polynomial T to the
following form

T = m1(q1, q2)p21 + m2(q1, q2)p22
and obtain new example of superintegrable system with the position dependent
masses.

5 Conclusion

We prove that the auto-Bäcklund transformation of Hamilton-Jacobi equation
which represents symmetry of the level manifolds can be also useful in classical
mechanics. In particular, we prove that geodesic flow associated with Hamilto-
nian

T =
2∑

i,j=1

g(km)
ij (u)pui

puj
,

where

g(km) =

(
(ku1+u2)u

m
1

u1−u2
0

0 (ku2+u1)u
m
2

u2−u1

)
(54)

is integrable for k = 3; m = 3, 4 and for k = 2; m = 1. The corresponding
integrals of motion

K = (u2
1pu1 − u2

2pu2) · u
m/2
1 u

m/2
2 (um

1 p2u1
− um

2 p2u2
)

(u1 − u2)2
, m = 3, 4
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and

K = (u2
1pu1 − u2

2pu2) · um
1 um

2 (pu1 − pu2)
2

(u1 − u2)3
, m = 1

are polynomials of the third order in momenta with a common factor. It allows
us to suppose, that there are similar integrable systems for other values of k and
m in (54), see discussion in [3,19,22]. Indeed, substituting

K = (u2
1pu1 − u2

2pu2) · (
f(u1, u2)p2u1

+ g(u1, u2)pu1pu2 + h(u1, u2)p2u2

)

into the equation {T,K} = 0 and solving the resulting system of PDE’s with
respect to functions f, g and h we can prove the following proposition.

Theorem 7. Metric g(km) (54) yields integrable geodesic flow on the plane at
m = 1, k = 2 and

m = 3 , k = ±1, 3,
1
2

, and m = 4 , k = ±1,±3,−3
5
,−1

7
,
1
5
,
1
2

.

In the similar manner we can study common properties of the obtained variables
of separation, compatible Poisson brackets and recursion operators. It can be
useful for investigation of other integrable systems with integrals of motion of
third, fourth and sixth order in momenta. In particular we hope to use obtained
experience for the study of Toda lattice associated with G2 root system.

Starting with other well-known separable Hamilton-Jacobi equations we can
also obtain new integrable systems with polynomial integrals of motion. For
instance, we can take Hénon-Heiles system on the sphere [2] or nonholonomic
Heisenberg type system with quadratic integrals of motion from [11] and obtain
new integrable systems with quartic integrals of motion. We plan to describe
some of these systems in the forthcoming publications.

The work was supported by the Russian Science Foundation (project 15-11-
30007).
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25. Sklyanin E.K.: Bäcklund transformations and Baxter’s Q-operator. In: Integrable

Systems: from Classical to Quantum (1999, Montreal), CRM Proceedings. Lecture
Notes, vol. 26, pp. 227–250. American Mathematical Society, Providence, RI (2000)
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Abstract. We study different algebraic and geometric properties of
Heisenberg (H-) invariant Poisson polynomial algebras with 5 genera-
tors. These algebras are unimodular, and the elliptic Feigin-Odesskii-
Sklyanin Poisson algebras qn,k(Y ) constitute the main important
example. We discuss all the quadratic H-invariant Poisson tensors on
C

5. For the Sklyanin algebras q5,1(Y ) and q5;2(Y ), we explicitly write
the Poisson morphisms on the moduli space of the vector bundles on the
normal elliptic curve Y in P

4, studied by Polishchuk and Odesskii-Feigin
as the quadro-cubic Cremona transformation on P

4.

Keywords: Cremona transformations
Feigin-Odesskii-Sklyanin algebras · Sklyanin elliptic algebras

1 Introduction

The elliptic or Sklyanin algebras are one of the most studied and important
examples of the so-called algebras with quadratic relations. This class of algebras
possesses many wonderful and useful properties. It is well-known (see, for exam-
ple, [9] or [25]) that they can be defined as a quotient T (V )/(R) of the tensor
algebra T (V ) of an n-dimensional vector space V over a space R of quadratic
relations. (Practically, V is identified with sections of a degree n vector bundle
over a fixed elliptic curve Y . This also explains the name “elliptic algebra”).
These are classes of Noetherian graded associative algebras which are Koszul,
Cohen-Macaulay and have the Hilbert function as a polynomial ring with n vari-
ables. The first n = 4 examples of such algebras were discovered by E. Sklyanin in
his studies of integrable discrete and continuous Landau-Lifshitz models by the
Quantum Inverse Scattering Method [34,35]. These algebras are intensively stud-
ied [10,36–38]. Elliptic algebras with 3 generators were discovered by M. Artin,
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W. Schelter and J. Tate. Later (due to P. Smith, T. Stafford, their students and
collaborators among which we should mention M. Van den Bergh), the cases of
n = 3, 4 were studied in great details [1,40].

A systematic description of the Sklyanin elliptic algebras of any Gelfand-
Kirillov dimension n ≥ 3 and their far generalisations were proposed by
B. Feigin and A. Odesskii in their preprints and papers of 1980–90. Their app-
roach was based upon some deformation quantisation related to the addition law
on the underlying elliptic curve. Here, we shall quote some of their articles which
are relevant to our aims (see the review paper [25] and full list of the references
there).

In this chapter, we shall focus on the important invariance property of the
Sklyanin elliptic algebras. Let us recall that if we have an n-dimensional vector
space V and fix a base v0, . . . , vn−1 of V , then the Heisenberg group of dimension
n in the Schrödinger representation is the subgroup Hn ⊂ GL(V ) generated by
the operators

σ : vi → vi−1; τ : vi → εi(vi); (εi)n = 1; 0 ≤ i ≤ n − 1.

This group is of order n3 and is a central extension

1 → Un → Hn → Zn × Zn → 1,

where Un is the group of n-th roots of unity. This action provides the automor-
phisms of the Sklyanin algebra, which are compatible with the grading, and also
defines an action on the “quasi-classical” limit of the Sklyanin algebras, namely
the elliptic quadratic Poisson structures on P

n−1. The latter are identified with
Poisson structures on some moduli spaces of the degree n and rank k + 1 vec-
tor bundles with parabolic structure (= the flag 0 ⊂ F ⊂ C

k+1 on an elliptic
curve Y ). They denoted these elliptic Poisson algebras by qn,k(Y ). The alge-
bras qn,k(Y ) arise in the Feigin-Odesskii “deformational” approach and form a
subclass of quadratic polynomial Poisson structures.

One of the aims of this chapter is to continue our studies of the polynomial
Poisson algebras, which were started in [23,27,28], and, in particular, to describe
explicitly the five-dimensional Heisenberg-invariant quadratic polynomial Pois-
son tensors corresponding to q5,1(Y ) and q5,2(Y ). Our results for n = 5 complete
some unpublished computations of A. Odesskii and shed light on the geometry
behind the elliptic Poisson algebras q5,1(Y ) and q5,2(Y ).

These algebras are η → 0 limits of the “quantum” Sklyanin algebras
Q5,1(Y ; η) and Q5,2(Y ; η), which were described in the famous “Kiev preprint”
of Feigin and Odesskii [9]. In particular, they showed that the algebra Q5,1(Y ; η)
embeds as a subalgebra into the algebra Q5,2(Y ; η) and vice versa. We argue
that these embedding homomorphisms are the “quantum” analogues of the clas-
sical quadro-cubic Cremona transformations of P4 [32], and verify that they are
Poisson birational morphisms that presumably correspond to compositions of
Polishchuk birational mappings between moduli spaces M od(E1, E2, f) of sta-
ble triples of vector bundles and their morphisms on the given elliptic curve [30].
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The Cremona transformations play an important role in our description of
the symplectic foliations of the structures q5,1(Y ) and q5,2(Y ). Symplectic leaves
of q5,1(Y ) have dimension 0, 2 and 4. A two-dimensional symplectic leaf M1

(in the notations of [9] and Subsection 2.2.4) is the cone C1(Y ) of the curve
Y . Note that our elliptic curve Y can be identified with the 1-st secant variety
Sec1(Y) of Y (see precise definition below in 2.3.4). The four-dimensional leaves
M2 were described by Feigin and Odesskii as the cone C2(Y ) := C(Sec(Y))
over the unification of all chords of Y , or, in other words, the cone over the
2-nd secant variety Sec2(Y) := Sec(Y), and these are the level hypersurfaces
of the unique Casimir K(C2(Y )), which is a polynomial of degree 5(the center
Z(q5,1(Y )) = C[K(C2(Y ))]),

M2 = {K(C2(Y )) = 0} ⊂ C
5.

Thus, we obtain that the inclusion of the symplectic leaves

M0 ⊂ M1 ⊂ M2

corresponds to the inclusions of secant varieties of Y :

{0} = Sec0(Y) ⊂ Y � Sec1(Y) ⊂ Sec(Y) � Sec2(Y).

Here, we fix the origin 0 ∈ Y . We shall extract the explicit determinant
representation for the symplectic leaves M2 from the projective geometry of the
elliptic curve [16].

The geometry of q5,2(Y ) is also very interesting. Feigin and Odesskii in [9]
had observed that the union of two-dimensional leaves for q5;2(Y ) is the cone
C(X) in C

5 over two-dimensional surface X := S2(Y ) which is embedded in P
4.

The description of four-dimensional leaves is based on the notion of a trisecant
variety Trisec(X) for the elliptic scroll X = S2(Y ). This variety is a union of all
the lines in

X = S2(Y ) = Y × Y/Z2

passing through pairs (ξ; ξ1) and (ξ; ξ2) in X. For fixed ξ ∈ Y , if Yξ ⊂ X is
a curve formed by of points (ξ; ξ1), then it can be embedded in the projective
plane P

2
ξ ⊂ P

4.
The four-dimensional leaves are cones C(Trisec(X)) that are in fact the cones

over �ξP
2
ξ . The variety Trisec(X) is a quintic hypersurface in P

4, and, therefore,
there is a quintic polynomial K5,2(Trisec(X)), such that the leaves are level
hypersurfaces similarly to the case of q5,1(Y ). We shall give this polynomial
explicitly and explain its projective geometric meaning as the Jacobian determi-
nant of the inverse Cremona transformation (we remind the definitions below in
Sect. 4.1).

It is well-known, since the works of Bianchi [6] and F. Klein lectures on the
icosahedron [18], that the normal elliptic curves of degree n ≥ 4 in P

n−1 are given
by l = n(n−3)

2 quadrics q1, . . . , ql. More precisely, it means that the projective
coordinate ring of the curve is the quotient C[Y ] = C[Pn−1]/I (q1, . . . , ql) of the



78 V. Rubtsov

polynomial ring C[x0, . . . , xn−1] by the ideal generated by l quadrics. It is worth
to remark that, here, we mean the schematic intersection only and, reciprocally,
it is not true in general that any l quadrics define an elliptic curve. However, it
is true if this quadrics are Pfaffians of some linear form matrix. In particular,
for n = 5, the number l = 5, and we can take the following Heisenberg invariant
family of quadric generators:

qi = xi
2 + axi+2xi+3 − xi+1xi+4

a
, i ∈ Z5, a ∈ C

∗. (1)

We shall remind this Klein description in Sect. 4. Note that, in the case n ≥ 5,
the homogeneous ideal is not a complete intersection generated by 4×4 Pfaffians
of 5 × 5 alternating (usually refer as Klein) matrix. These Pfaffians are exactly
the quadrics qi, 0 ≤ i ≤ 4.

In the language of classical projective geometry, the Pfaffians qi define a
quadratic Cremona transformation of P4 [33]. The inverse Cremona transforma-
tion is defined by the homogeneous ideal of a 3-fold which is the secant variety
of the initial curve generating by five cubics:

Qi(z) = z3i + k(z2i+1zi+3 + zi+2z
2
i+4) − k−1(zi+1z

2
i+2 + z2i+3zi+4)− (2)

−k2zizi+1zi+4 − k−2zizi+2zi+3, i ∈ Z5, k ∈ C
∗.

The quintic polynomial K5,1(C2(Y )) defining the 4-dimensional symplectic leaf
M2 is the determinant of the Jacobi matrix

K5,1(C2(Y ))(x, a) = det
∂(q0, q1, q2, q3, q4)
∂(x0, x1, x2, x3, x4)

,

while the second Casimir K5,2(C(TrisecX))(z, k) is the determinant of some
syzygy 5×5-matrix Lk(z) and it defines symplectic leaves of the algebra q5,2(Y ).

We shall give the explicit values for both Casimirs and for Lk(z) in Sects. 3–5.
One should remark that there also exists the Jacobian representation

K5,2(C(Trisec(X))(z, k) = det
∂(Q0,Q1,Q2,Q3,Q4)

∂(z0, z1, z2, z3, z4)
,

where the polynomials Qj , j = 0, . . . , 4 play the role of quadrics - Pfaffians of
some other Klein matrix defining some other Heisenberg -invariant degree 15
elliptic curve Ỹ (which is isomorphic to Y as the image of the latter via the
Horrocks-Mumford map). This result is a corollary of the geometric description
in [4].

The chain of transformations

C[x0, x1, x2, x3, x4] 	→ C[z0, z1, z2, z3, z4] 	→ C[x0, x1, x2, x3, x4],

where zi = qi(x) and, then, xi = Qi(z) reduces to the multiplication

xi 	→ K5,1(C2(Y ))(x, a)xi,
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for each 0 ≤ i ≤ 4. In the same way, the transformations

C[z0, z1, z2, z3, z4] 	→ C[x0, x1, x2, x3, x4] 	→ C[z0, z1, z2, z3, z4]

with xi = Qi(z) and then zi = qi(x) are reduced to the multiplication

zi 	→ K5,2(C(X))(z, k)zi,

for each 0 ≤ i ≤ 4.
It is obvious that the Poisson brackets in C

5(x) are “conformally” preserved
by the chains:

{K5,1(C2(Y ))xi,K5,1(C2(Y ))xj}5,1 = K5,1(C2(Y ))2{xi, xj}5,1,

as well as their analogues in C[z0, z1, z2, z3, z4].
This fact presumably reflects the property φ3 = 1 of Polishchuk’s birational

morphisms of moduli spaces of triples in the case of Odesskii-Feigin triple moduli
spaces.

Is much less evident that the intermediate Cremona transformations are also
birational Poisson morphisms for these different elliptic Poisson structures. We
shall show it by direct verification. Finally, we stress that the Heisenberg invari-
ance condition describes all the 14 solutions of the classification problem for
quadratic homogeneous Poisson structures in d = 5. Namely, we obtain two
solutions which correspond to the Feigin-Odesskii-Sklyanin algebras q5,1(Y ) and
q5,2(Y ), and, apart from them, twelve exceptional quadratic Poisson structures
defined by vertices of the Klein icosahedron on the sphere P

1 (which is noth-
ing but the rational modular curve X(5) in the Horrocks-Mumford geometric
picture).

This chapter has two-fold aim. First, as it was mentioned earlier, we would
like to give a few “geometric” comments on the results of Odesskii and Feigin [9]
and to draw attention to the intimate link between the Cremona transformation
geometry in d = 5 and different families of elliptic algebras. Second, and this
is an important motivation, this chapter is an extended written version of the
author’s lectures at the Laboratory of Algebraic Geometry and its Applications,
of the Moscow Higher School of Economics, and at the International Conference
of Mathematical Physics Kezenoy-Am 2016. Thus, we include in the chapter
many reminders and a review of old results obtained in our previous works with
Odesskii [22,23] and Ortenzi et al. [27].

The chapter is organised as follows: Section 2 covers some known facts
about polynomial quadratic and elliptic (Poisson) algebras. This section is
strongly based on our papers [22,23]. Then, in Sect. 3, we review the quadratic
H-invariant Poisson tensor with 5 independent variables. The main focus here
is on the Feigin-Odesskii-Sklyanin elliptic Poisson algebras q5,1(Y ) and q5,2(Y ).
We describe the exact solutions for quadratic H-invariant Poisson tensors, and
we show that they correspond to two generic cases, which are associated with
smooth degree 5 elliptic curve configurations, and to 12 exceptional ones which
correspond to Odesskii rational degenerations associated with pentagonal con-
figurations of rational curves [24].
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Sections 4 and 5 describe the relations between the classical quadro-cubic
Cremona transformations in P

4 ( via the elements of the Horrocks-Mumford
bundle geometry) and these 14 classes of quadratic Poisson structures in P

4.

2 Poisson Algebras and Elliptic Poisson Algebras

2.1 Poisson Algebras on Affine Varieties

By polynomial Poisson structures we understand those ones whose brackets are
polynomial in terms of local coordinates on the underlying Poisson manifold. A
typical example of a such structure is the famous Sklyanin algebra.

Recall that a Poisson structure on a manifold M (it does not play an impor-
tant role whether it is smooth or algebraic) is given by a bivector antisymmetric
field π ∈ Λ2(TM) defining on the corresponding algebra of functions on M a
structure of (infinite dimensional) Lie algebra by means of the Poisson brackets

{f, g} = 〈π, df ∧ dg〉.

The Jacobi identity for this bracket is equivalent to an analogue of the (classical)
Yang-Baxter equation, namely to the “Poisson Master Equation”: [π, π] = 0,
where the brackets [, ] : Λp(TM) × Λq(TM) 	→ Λp+q−1(TM) are the only Lie
super-algebra structure on Λ.(TM) given by the so-called Schouten brackets.
For all these facts, we refer, for example, to an excellent recent survey [31].

Let us consider n−2 polynomials Qi in C
n with coordinates xi, i = 1, . . . , n.

For any polynomial λ ∈ C[x1, . . . , xn], we can define a bilinear differential oper-
ation

{, } : C[x1, . . . , xn] ⊗ C[x1, . . . , xn] 	→ C[x1, . . . , xn]

by the formula

{f, g} = λ
df ∧ dg ∧ dQ1 ∧ . . . ∧ dQn−2

dxl ∧ dx2 ∧ . . . ∧ dxn
, f, g ∈ C[x1, . . . , xn]. (3)

This operation gives a Poisson algebra structure on C[x1, . . . , xn] as a partial
case of a more general n − m-ary Nambu operation given by an antisymmetric
n − m-polyvector field η:

〈η, df1 ∧ . . . ∧ dfn−m〉 =
{
f1, . . . , fn−m

}
,

depending on m polynomial “Casimirs” Q1, . . . ,Qm and λ such that

{f1, . . . , fn−m} = λ
df1 ∧ . . . ∧ dfn−m ∧ dQ1 ∧ . . . ∧ dQm

dxl ∧ dx2 ∧ . . . ∧ dxn
, fi ∈ C[x1, . . . , xn],

(4)
and {

, . . . ,
}

: C[x1, . . . , xn]⊗n−m 	→ C[x1, . . . , xn]

so that the three following properties hold:
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(1) antisymmetricity:
{
f1, . . . , fn−m

}
= (−1)σ

{
fσ(1), . . . , fσ(n−m)

}
, σ ∈ Symmn−m;

(2) coordinate-wise “Leibnitz rule” for any h ∈ C[x1, . . . , xn]:
{
f1h, . . . , fn−m

}
= f1

{
h, . . . , fn−m

}
+ h

{
f1, . . . , fn−m

}
;

(3) the “Fundamental Identity” (which replaces the Jacobi):
{{

f1, . . . , fn−m

}
, fn−m+1, . . . , f2(n−m)−1

}
+

{
fn−m,

{
f1, . . . , (fn−m)∨fn−m+1

}
, fn−m+2, . . . , f2(n−m)−1

}
+

+
{
fn−m, . . . , f2(n−m)−2,

{
f1, . . . , fn−m−1, f2(n−m)−1

}}
=

{
f1, . . . , fn−m−1,

{
fn−m, . . . , f2(n−m)−1

}}

for any f1, . . . , f2(n−m)−1 ∈ C[x1, . . . , xn].
This structure is a natural generalisation of the Poisson structure (which

corresponds to n − m = 2) that was introduced by Nambu in 1973 [20] and was
extensively studied by Tachtadjan [39].

The most natural example of the Nambu-Poisson structure is the so-called
“canonical” Nambu-Poisson structure on C

m with coordinates x1, . . . , xm:

{
f1, . . . , fm

}
= Jac(f1, . . . , fm) = det

∂(f1, . . . , fm)
∂(x1, . . . , xm)

.

We should also remark that formula (3) for the Poisson brackets takes place
in more general setting when the polynomials Qi are replaced, say, by rational
functions, but the resulting brackets are still polynomials. More generally, this
formula is valid for the power series rings.

The polynomials Qi, i = 1, . . . , n − 2, are Casimir functions for the bracket
(3) and any Poisson structure in C

n with n − 2 generic Casimirs Qi are written
in this form.

The case n = 4 in (3) corresponds to the classical (generalised) Sklyanin
quadratic Poisson algebra. The Sklyanin algebra is associated with the following
two quadrics in C

4:

Q1 = x2
1 + x2

2 + x2
3, (5a)

Q2 = x2
4 + J1x

2
1 + J2x

2
2 + J3x

2
3. (5b)

The Poisson brackets (3), with λ = 1 between the affine coordinates, read as
follows

{xi, xj} = (−1)i+j det
(

∂Qk

∂xl

)
, l �= i, j, i > j. (6)

The expression (3) has an advantage before (6), because it is compatible with
the more general situations when the intersected varieties are embedded in the
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weighted projective spaces or in the product of the projective spaces. We will
consider an example of such situation below.

The natural question arises as to whether we can extend the brackets (3) or
(6) from C

n to the projective space CPn.
In fact, we can state the following.

Proposition 2.1. ([23]) Let X1, . . . , Xn be coordinates on C
n defined as an

affine part of the corresponding projective space CPn with homogeneous coordi-
nates (x0 : x1 : · · · : xn) ,Xi = xi

x0
. If the bracket {Xi,Xj} can be extended to a

holomorphic Poisson structure on CPn, then the maximum degree of the struc-
ture (namely, the maximum degree of monomials in Xi) is 3, and the following
identity

Xk{Xi,Xj}3 + Xi{Xj ,Xk}3 + Xj{Xk,Xi}3 = 0, i �= j �= k, (7)

must hold, i.e. {Xi,Xj}3 = XiYj − XjYi, with degYi = 2.

More general and precise relations between quadratic Poisson structures on
affine and projective varieties can be found in [29,31] and in a recent paper [15].

2.2 Sklyanin Elliptic and Poisson Algebras

Here, we remind the notion of Sklyanin elliptic algebras. We shall follow the
survey [25] in our notations and we also refer to it as the main source of the
results and their proofs of this section. Basically, we reproduce our adaptation
[22] of [25].

The elliptic algebras are associative quadratic algebras Qn,k(Y, η) which were
introduced in the papers [9,21]. Here, Y is an elliptic curve and n, k are integer
numbers without common divisors, such that 1 ≤ k < n, while η is a complex
number and Qn,k(Y, 0) = C[x1, . . . , xn].

Let Y = C/Γ be an elliptic curve defined by a lattice Γ = Z ⊕ τZ, τ ∈ C,
�τ > 0. The algebra Qn,k(Y, η) has generators xi, i ∈ Z/nZ subject to the
relations

∑

r∈Z/nZ

θj−i+r(k−1)(0)
θj−i−r(−η)θkr(η)

xj−rxi+r = 0, (8)

and has the following properties:
(1) Qn,k(Y, η) = C⊕Q1⊕Q2⊕ . . . such that Qα ∗Qβ = Qα+β ; here ∗ denotes

the algebra multiplication. In other words, the algebras Qn,k(Y, η) are Z-graded;
(2) The Hilbert function of Qn,k(Y, η) is

∑
α≥0 dim Qαtα = 1

(1−t)n .
These properties mean that the algebras Qn,k(Y, η) are “PBW-algebras” i.e.

they satisfy the Poincaré-Birkhoff-Witt property: dim Qα = n(n+1)...(n−α+1)
α! .

We consider here the theta-functions θi(z), i = 1, . . . , n, as a base in the
space of theta-functions Θn(Γ ) of order n that are subordinated to the following
relations of quasi-periodicity

θi(z + 1) = θi(z), θi(z + τ) = (−1)n exp(−2π
√

( − 1)nz)θi(z), i = 0, . . . , n − 1.
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The theta-function of order 1, θ(z) ∈ Θ1(Γ ), satisfies the conditions θ(0) = 0
and θ(−z) = θ(z + τ) = − exp(−2π

√
( − 1)z)θ(z).

For fixed Y , we see that the algebra Qn,k(Y, η) is a flat deformation of the
polynomial ring C[x1, . . . , xn]. The linear –in η– term of this deformation gives
rise to a quadratic Poisson algebra qn,k(Y ).

In other words, in the limit as η → 0, we obtain a Poisson polynomial algebra
C[x1, . . . , xn] and the semi-classical limit of Qn,k(Y, η) –denoted by qn,k(Y )– is
this polynomial algebra equipped with the Poisson bracket

{xi, xj} := lim
η→0

[xi, xj ]
η

.

For i �= j, it follows from the relations (8) that

{xi, xj} =

(
θ′

j−i(0)

θj−i(0)
+

θ′
k(j−i)(0)

θk(j−i)(0)
− 2πin

)
xixj +

∑
r �=0,j−i

θj−i+r(k−1)(0)θ′(0)

θkr(0)θj−i−r(0)
xj−rxi+r

(9)

(see also [15]).
The geometric meaning of the algebras Qn,k(Y, η) was underscored in [10,29],

where it was shown that the quadratic Poisson structure in the algebras qn,k(Y )
associated with the above-mentioned deformation is nothing but the Poisson
structure on P

n−1 = PExt1(E,O), where E is a stable vector bundle of rank k
and degree n on the elliptic curve Y .

In what follows, we denote the algebras Qn,1(Y, η) by Qn(Y, η) and the
qn,1(Y ) by qn(Y ).

2.3 Algebra Qn(Y, η)

Construction
For any n ∈ N, any elliptic curve Y = C/Γ and any point η ∈ Y , we construct
a graded associative algebra Qn(Y, η) = C ⊕ Q1 ⊕ Q2 ⊕ . . ., where Q1 = Θn(Γ )
and Qα = SαΘn(Γ ). By construction, dimQα = n(n+1)...(n+α−1)

α! . It is clear that
the space Qα can be realised as the space of holomorphic symmetric functions
of α variables {f(z1, . . . , zα)} such that

f(z1 + 1, z2, . . . , zα) = f(z1, . . . , zα),

f(z1 + τ, z2, . . . , zα) = (−1)ne−2πinz1f(z1, . . . , zα).
(10)

For f ∈ Qα and g ∈ Qβ , we define the symmetric function f ∗ g of α + β
variables by the formula

f ∗ g(z1, . . . , zα+β) =
1

α!β!

∑

σ∈Sα+β

f(zσ1 + βη, . . . , zσα
+ βη)g(zσα+1 − αη, . . . , zσα+β

− αη)×

×
∏

1 ≤ i ≤ α
α + 1 ≤ j ≤ α + β

θ(zσi
− zσj

− nη)
θ(zσi

− zσj
)

. (11)
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In particular, for f, g ∈ Q1, we have

f ∗ g(z1, z2) =f(z1 + η)g(z2 − η)
θ(z1 − z2 − nη)

θ(z1 − z2)
+

f(z2 + η)g(z1 − η)
θ(z2 − z1 − nη)

θ(z2 − z1)
.

Here, θ(z) is a theta function of order one.

Proposition 2.2. If f ∈ Qα and g ∈ Qβ, then f ∗ g ∈ Fα+β. The operation ∗
defines an associative multiplication on the space ⊕α≥0Qα.

Main Properties of the Algebra Qn(Y, η)
By construction, the dimensions of the graded components of the algebra
Qn(Y, η) coincide with those for the polynomial ring in n variables. For η = 0,
the formula for f ∗ g becomes

f ∗ g(z1, . . . , zα+1) =
1

α!β!

∑

σ∈Sα+β

f(zσ1 , . . . , zσα
)g(zσα+1 , . . . , zσα+β

).

This is the formula for the ordinary product in the algebra S∗Θn(Γ ), that is,
in the polynomial ring in n variables. Therefore, for a fixed elliptic curve Y
(namely, for a fixed modular parameter τ), the family of algebras Qn(Y, η) is
a deformation of the polynomial ring. In particular, there is a Poisson algebra,
which we denote by qn(Y ). One can readily obtain the formula for the Poisson
bracket on the polynomial ring from the formula for f ∗ g, by expanding the
difference f ∗g−g ∗f in Taylor series with respect to η. It follows from the semi-
continuity arguments that the algebra Qn(Y, η) with generic η is determined by
n generators and n(n−1)

2 quadratic relations. One can prove (see §2.6 in [25])
that this is the case, if η is not a point of finite order on Y , namely Nη �∈ Γ for
any N ∈ N.

The space Θn(Γ ) of the generators of the algebra Qn(Y, η) is endowed with
an action of a finite group Γ̃n which is a central extension of the group Γ/nΓ of
points of order n on the curve Y . It immediately follows from the formula for the
product ∗ that the corresponding transformations of the space Qα = SαΘn(Γ )
are automorphisms of the algebra Qn(Y, η).

Bosonisation of the Algebra Qn(Y, η)
The main approach, in order to obtain representations of the algebra Qn(Y, η),
is to construct homomorphisms from this algebra to other algebras with simple
structure (close to Weil algebras) that have a natural set of representations.
Feigin and Odesskii called these homomorphisms bosonisations, by analogy with
the known constructions of quantum field theory.

Let Bp,n(η) be a Z
p-graded algebra whose space of degree (α1, . . . , αp) is of

the form {f(u1, . . . , up)eα1
1 . . . e

αp
p }; here f ranges over the meromorphic func-

tions of p variables, and e1, . . . , ep are elements of the algebra Bp,n(η). Moreover,
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let Bp,n(η) be generated by the space of meromorphic functions f(u1, . . . , up)
and by the elements e1, . . . , ep with the defining relations

eαf(u1, . . . , up) = f(u1 − 2η, . . . , uα + (n − 2)η, . . . , up − 2η)eα,

eαeβ = eβeα, f(u1, . . . , up)g(u1, . . . , up) = g(u1, . . . , up)f(u1, . . . , up).
(12)

We note that the subalgebra of Bp,n(η), consisting of the elements of degree
(0, . . . , 0), is the commutative algebra of all meromorphic functions of p variables
with the ordinary multiplication.

Proposition 2.3. Let η ∈ Y be a point of infinite order. For any p ∈ N, there
is a homomorphism φp : Qn(Y, η) → Bp,n(η) that acts on the generators of the
algebra Qn(Y, η) by the formula:

φp(f) =
∑

1≤α≤p

f(uα)
θ(uα − u1) . . . θ(uα − up)

eα. (13)

Here, f ∈ Θn(Γ ) is a generator of Qn(Y, η) and the product in the denominator
is of the form

∏
i
=α θ(uα − ui).

Symplectic Leaves
We recall that Qn(Y, 0) is the polynomial ring S∗Θn(Γ ). For a fixed elliptic
curve Y = C/Γ , we obtain the family of algebras Qn(Y, η) which is a flat
deformation of the polynomial ring. We denote the corresponding Poisson alge-
bra by qn(Y ). We obtain a family of Poisson algebras, depending on Y , that
is, on the modular parameter τ . Let us study the symplectic leaves of this
algebra. To this end, we note that, when passing to the limit as η → 0, the
homomorphism φp of associative algebras gives a homomorphism of Poisson
algebras. Namely, let us denote by bp,n the Poisson algebra formed by the ele-
ments

∑
α1,...,αp≥0 fα1,...,αp

(u1, . . . , up)eα1
1 . . . e

αp
p , where fα1,...,αp

are meromor-
phic functions and the Poisson bracket is

{uα, uβ} = {eα, eβ} = 0; {eα, uβ} = −2eα; {eα, uα} = (n − 2)eα,

where α �= β.
The following assertion results from Proposition 2.3 in the limit η → 0.

Proposition 2.4. There is a Poisson algebra homomorphism ψp : qn(Y ) → bp,n

given by the following formula: if f ∈ Θn(Γ ), then

ψp(f) =
∑

1≤α≤p

f(uα)
θ(uα − u1) . . . θ(uα − up)

eα.

Let {θi(u); i ∈ Z/nZ} be a basis of the space Θn(Γ ), and let {xi; i ∈ Z/nZ}
be the corresponding basis in the space of elements of degree one in the algebra
Qn(Y, η) (this space is isomorphic to Θn(Γ )).



86 V. Rubtsov

For an elliptic curve Y ⊂ P
n−1 embedded by means of theta functions of order

n (this is the set of points with the coordinates (θ0(z) : . . . : θn−1(z))) we denote
by Secp(Y) the variety of p-chords, or p−Secant variety of Y . By definition, that
is the union of projective spaces of dimension p−1 passing through p points of Y .
It is clear that Sec1(Y) = Y. Let C(Secp(Y)) be the corresponding homogeneous
manifold in C

n. Then, C(SecpY) consists of the points with coordinates

xi =
∑

1≤α≤p

θi(uα)
θ(uα − u1) . . . θ(uα − up)

eα,

where uα, eα ∈ C.
Let 2p < n. Then, one can show that dim C(Secp(Y)) = 2p and C(Secp−1(Y))

is the degeneration locus - the variety of singularities of C(Secp(Y)). It fol-
lows from Proposition 2.4 and from the fact that the Poisson bracket is non-
degenerate on bp,n for 2p < n and eα �= 0 that the non-singular part of the
variety C(Secp(Y)) is a 2p- dimensional symplectic leaf of the Poisson algebra
qn(Y ).

Let n be odd. One can show that the equation defining the manifold
C(Sec n−1

2
(Y)) is of the form Kn = 0, where Kn is a homogeneous polynomial of

degree n in the variables xi. This polynomial is a central function of the algebra
qn(Y ).

Let n be even. The manifold C(Sec n−2
2

(Y)) is defined by equations K
(1)
n = 0

and K
(2)
n = 0, where deg K

(1)
n = deg K

(2)
n = n/2. The polynomials K

(1)
n and

K
(2)
n are central in the algebra qn(Y ).

Polishchuk’s Description
Polishchuk1 in his seminal paper [30] defined (as a partial case of his stable
triples moduli spaces) the space M odn,k(Y ) = P(Ext1(E,OY ), where E is a
stable vector bundle of degree n and rank k on Y . So, this projective space is
associated with the Poisson structure qn,k(Y ).

Polishchuk discovered the existence of a birational equivalence

M odn,k(Y ) � M odn,− 1
k+1

(Y ),

where an integer d ≡ − 1
k+1mod n. The condition gcd(n; k) = gcd(n; k +1) = 1

provides for the case n = 5 that there exists a birational equivalence

M od5,1(Y ) � M od5,2(Y ).

Let us consider a stable bundle E → Y of rank k = 1 and degree n = 5
together with the moduli stack of the triple (Φ : OY → F ), where F → Y
is a bundle of rank k + 1 = 2 and degree n = 5 with the same determi-
nant as E, i.e. detF = detE. For an appropriate choice of stability condi-
tion, the moduli space M od5,1(Y ) = P(Ext1(E,OY ), while some other choice

1 I am grateful to Brent Pym for enlightened discussion of this point.
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of the condition gives the moduli space P(H0(Y, F )). The birational equiva-
lence M od5,1(Y ) ������ P(H0(Y, F )) is given by the wall-crossing of these
two stability conditions. Polishchuk claims that P(H0(Y, F )) is in fact isomor-
phic to M od5,− 1

k+1
(Y ). His arguments are based on the Fourier-Mukai trans-

form. It gives us the isomorphism P(H0(Y, F )) � P(Ext1(E′,OY ) with E′ to
be a stable rank r′ = − 1

2mod 5 = 2. So, we have the desired transformation
q5,1(Y ) ������ q5,2(Y ).

3 q5,k(Y )−Poisson Tensors

3.1 Why n = 5?

In this section, we concentrate our attention on the five-dimensional case. There
many different reasons to be interested in this particular case:

• It is the first case when there are two different non-isomorphic families
of quantum Feigin-Odesskii elliptic algebras Q5(Y, η) and Q5,2(Y, η′). It is
interesting to compare the corresponding Poisson tensors generated by the
Odesskii-Feigin construction;

• The underlying quintic elliptic curves are only local complete intersections;
• In the perspective of Integrable systems this comparison is highly desirable.

The bihamiltonian properties of q5,2(Y ) are still obscure, while the algebra
q5,1(Y ) is in fact tri-hamiltonian, as it was shown by Odesskii in [26];

• Moreover, we still do not know how to relate an integrable system to the
algebra q5,2(Y ) (as well as to any other odd-dimensional algebras for n > 3
and k �= 1).

• The algebras with n = 5 generators (together with some known examples in
the case n = 7) give a good starting point to study the general algebras with
prime number of generators, p, associated with normal elliptic curves given
by Pfaffians.

3.2 H-Invariancy

Let V be a complex vector space of dimension n and e0, . . . , en−1 a basis of V .
Consider ε = e

2πi
n and σ, τ of GL(V ) defined by:

σ(em) = em+1;

τ(em) = εmem.

As it was recalled in the Introduction, the subspace Hn ⊂ GL(V ) generated by
σ and τ is called the Heisenberg of dimension n.

It was observed that the action the maps xi 	→ xi+1 et xi 	→ εixi, where
εn = 1, define automorphisms of the algebra Qn,k(E , η).
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Proposition 3.1. ([27]) Odesskii-Feigin-Sklyanin Poisson algebras satisfy the
H-invariance condition.

We stress that the H-invariant quadratic Poisson structures coincide with
Feigin-Odesskii-Sklyanin Poisson algebras in dimensions 3 and 4. In this subsec-
tion, we show that these two sets of structures “almost” coincide in dimension
5, and, therefore, the H-invariant Poisson structure is a generalisation of the
Odesskii-Feigin Poisson algebras.
The generic form of an antisymmetric H-invariant quadratic matrix is:

⎛

⎜
⎜
⎜
⎜
⎝

0 P 0
1 P 0

2 −P 3
2 −P 4

1

−P 0
1 0 P 1

1 P 1
2 −P 4

2

−P 0
2 −P 1

1 0 P 2
1 P 2

2

P 3
2 −P 1

2 −P 2
1 0 P 3

1

P 4
1 P 4

2 −P 2
2 −P 3

1 0

⎞

⎟
⎟
⎟
⎟
⎠

, (14)

where
P k
1 = A1xkx1+k + A2x2+kx4+k + A3x

2
3+k,

and
P k
2 = B1xkx2+k + B2x3+kx4+k + B3x

2
1+k.

The constants Ai and Bi should be determined by the Jacobi identities. For a
5D tensor we have in general 10 independent equations from Jacobi, however the
H-invariance reduce only to 2 independent, i.e.

∑
l∈Z5

P0l∂lP12 + cyc(i, j, k) = 0
and

∑
l∈Z5

P0l∂lP13 + cyc(i, j, k) = 0. These PDEs can be reduced to conditions
on the coefficients of cubic polynomial in xi which are equivalent to the system2

B2
2 + 3A1A3 + B1A3 + A2B3 = 0,

2A3
2 − 2A2B1 − A1A2 + B2B3 = 0,

−A2
2 − 3B1B3 + A1B3 + B2A3 = 0,

−2B3
2 − 2B2A1 + B1B2 − A2A3 = 0.

(15)

Proposition 3.2. The system (15) admits 14 classes of solutions.

The proof of this proposition was obtained with a help of G.Ortenzi via direct
computation using the algebraic manipulator Maple. One can write down explic-
itly all the classes.

We analyse some interesting cases. First of all, the Poisson algebras q5,1(Y )
and q5,2(Y ) are solutions of system (15) with coefficients

•

A1 = − 3
5a2

+
a3

5
, A2 = −2a, A3 = a2,

B1 = − 1
5a2

− 3a3

5
, B2 = 2, B3 = a−1,

for q5,1(Y ), and
2 During a discussion with Sasha Odesskii, we found out that he independently

obtained the same result, but it is still unpublished.
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•

A1 =
2b2

5
+

1
5b3

, A2 = b, A3 = −b−1,

B1 = −b2

5
+

2
5b3

, B2 = −b−2, B3 = 1,

for q5,2(Y ).

The “generic” parameters a, b ∈ P
1 \ {0,∞, (εi(1 ± √

5) : 2), i ∈ Z5, ε =
e

2π
√−1
5 }. In what follows, we study carefully this couple of Poisson tensors,

and we show that they are related by a birational morphism.

There is (apart of this two strata) a cluster of solutions of skew-polynomial
type that one can obtain via direct computation using the algebraic manipula-
tor Maple. These solutions correspond to the rational degenerations of elliptic
algebras studied by A. Odesskii.

Let us discuss some other interesting cases of solutions.

• The “linear” solution:

A1 = −a−1 + 1, A2 = a−1, A3 = −a−1 − 1,

B1 = a−1 + 1, B2 = −2, B3 = −a−1 + 1.

This Poisson structure does not generate any integrable system by the Lenard-
Magri scheme, since the Casimir of the structure cannot be represented in a
“bihamiltonian” form (i.e. be split as a linear combination of two independent
Casimirs).

• We can consider the parameters a, b ∈ C
∗ as a point in P

1. Let, say, a in
homogeneous coordinates be a couple a = (λ : μ). The point a parametrises
the base elliptic curve (in fact a family of) considering as a schematic inter-
section of five Klein quadrics in P

4 [16]. Take the cases when λ = 1, μ = 0 and
λ = 0, μ = 1. The corresponding Poisson brackets are examples of quadratic
skew polynomial brackets and are associated with two pentagonal configura-
tions in P

4 (degenerations of the schematic intersections of Klein quadrics).
• There are also 10 similar “cuspidal” points in P

1 (they are solutions of the
equation a10 − 11a5 − 1 = 0).

Explicit form of q5,k(Y )
For the tensor q5,1, the corresponding Poisson bracket is

{xi, xi+1}5,1 =
(

− 3
5a2

+
a3

5

)
xixi+1 − 2a xi+4xi+2 + a2x2

i+3,

{xi, xi+2}5,1 =
(

− 1
5a2

− 3a3

5

)
xi+2xi + 2xi+3xi+4 +

x2
i+1

a
,

where i ∈ Z5.
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For the tensor q5,2(Y ), the bracket is

{yi, yi+1}5,2 =
(

2
5

b2 +
1

5b3

)
yiyi+1 + byi+4yi+2 − yi+3

2

b
,

{yi, yi+2}5,2 =
(

−1
5

b2 +
2

5b3

)
yi+2yi − yi+3yi+4

b2
+ yi+1

2,

where i ∈ Z5.
In 5 dimensions, the quadratic Poisson tensor admits always a Casimir. The

H-invariance allows us to write them explicitly

K5 = c5
(
x0

5 + x1
5 + x2

5 + x3
5 + x4

5
)

+ c4
(
x0

3x1x3 + x1
3x0x2 + x2

3x1x4 + x3
3x2x4 + x4

3x0x3

)

+ c3
(
x0

3x2x4 + x1
3x3x4 + x2

3x0x4 + x3
3x1x0 + x4

3x2x1

)

+ c2
(
x0x1

2x4
2 + x1x3

2x0
2 + x2x3

2x1
2 + x3x2

2x4
2 + x4x0

2x3
2
)

+ c1
(
x0x2

2x4
2 + x1x3

2x4
2 + x2x4

2x0
2 + x3x1

2x0
2 + x4x2

2x1
2
)

+ c0x0x1x2x3x4,

where

c5 = −1
5
A3B3, c4 = A1A3, c3 = −B1B3, c2 =

1
2
A1A2 − 1

2
B2B3,

c1 =
1
2
A2A3 − 1

2
B1B2, c0 = A2

1 − B2
1 − A1B1 − A2B2,

and the constants Ai and Bi satisfy (15).
For example, in the case of q5,1(Y ),

K5,1 =
(
x5
0 + x5

1 + x5
2 + x5

3 + x5
4

)

+
(

3 +
1
a4

)
(
x3
0x1x4 + x3

1x0x2 + x3
2x1x3 + x3

3x2x4 + x3
2x0x3

)

−
(

a4 +
3
a2

)
(
x3
0x2x3 + x3

1x3x4 + x3
2x0x4 + x3

3x1x0 + x3
4x1x2

)
(16)

+
(

2a2 +
1
a3

)
(
x0x

2
1x

2
4 + x1x

2
2x

2
0 + x2x

2
0x

2
4 + x3x

2
1x

2
0 + x4x

2
1x

2
2

)

−
(

a3 − 2
a2

)
(
x0x

2
2x

2
3 + x1x

2
3x

2
4 + x2x

2
0x

2
4 + x3x

2
1x

2
0 + x4x

2
1x

2
2

)

−
(

a5 + 16 − 1
a5

)
x0x1x2x3x4.
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The corresponding central element in the case of q5,2(Y ) reads as follows:

K5,2 = − 1
b

(
y5
0 + y5

1 + y5
2 + y5

3 + y5
4

)

−
(

1
b5

− 3
)

(
y0x

2
2y

2
3 + y1y

2
3y

2
4 + y2y

2
0y

2
4 + y3y

2
1y

2
0 + y4y

2
1y

2
2

)

−
(

b3 +
3
b2

)
(
y0y

2
1y

2
4 + y1y

2
2y

2
0 + y2y

2
0y

2
4 + y3y

2
1y

2
0 + y4y

2
1y

2
2

)
(17)

+
(

2b +
1
b4

)
(
y3
0y2y3 + y3

1y3y4 + y3
2y0y4 + y3

3y1y0 + y3
4y1y2

)

−
(

b2 − 2
b3

)
(
y3
0y1y4 + y3

1y0y2 + y3
2y1y3 + y3

3y2y4 + y3
2y0y3

)

−
(

b4 +
6
b

− 1
b6

)
y0y1y2y3y4.

It is easy to check that, for any i ∈ Z/5Z,

{xi+1, xi+2}{xi+3, xi+4}+{xi+3, xi+1}{xi+2, xi+4}+{xi+2, xi+3}{xi+1, xi+4} =
1

5

∂K5

∂xi
,

(see [23]).
In other words, the H-invariance implies also the general property

PijPkl + PkiPjl + PjkPil = −2
B2A1 + B3

2

A2A3 − B1B2

∂K5

∂xm
, (18)

where (i, j, k, l,m) is a cyclic permutation of (0, 1, 2, 3, 4).
We could interpret this relation as a system of 5 quadric for 6 Pij entries for a
fixed polynomial K5. We see, therefore, that, in contrary to what happens in 3
and 4 dimensions, the Casimir does not encode all the information necessary to
the reconstruction of the Poisson tensor. This is related to the fact that 5 is the
smallest dimension for which the elliptic Poisson tensors are not of Jacobi type
(see [23]).

4 Cremona Transformation

4.1 Generalities about Cremona Transformations

Consider n + 1 homogeneous polynomial functions ϕi in C[x0, · · · , xn] of the
same degree and not identically zero. One can associate the rational map

ϕ : Pn −→ P
n, [x0 : · · · : xn] 	→ [ϕ0([x0, · · · , xn) : · · · : ϕn([x0, · · · , xn)].

The family of polynomials ϕi or ϕ is called a birational transformation of Pn if
there exists a rational map ψ : Pn −→ P

n such that ψ ◦ ϕ is the identity map. A
birational transformation is also called a Cremona transformation.
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We are basically interested in the very special Cremona transformations φ :
P

n ��� P
n such that there exists a smooth irreducible subvariety X ⊂ P

n, with
a blow-up σ of X in P

n, and the composition φ ◦ σ is a morphism.
It happens that with dimX = 1, 2 and n = 4 there are quite a few such

Cremona transformations, and all of them are described in two theorems in the
paper of Crauder and Katz [7]. We shall put this description in an appropriate
form.

Theorem 4.1. • A Cremona transformation of P4 which becomes a morphism
after the blow-up of a smooth curve Y , of degree d and genus g, is given by
the complete linear system of quadrics containing Y , if and only if d = 5 and
g = 1. In other words Y is an elliptic normal3 quintic.

• Let X be a surface blown up in P
4. The Cremona transformation given by the

complete linear system of cubics containing X becomes a morphism after the
blow-up of X, if and only if X is a quintic elliptic scroll4 X = PY (E) with
e(E) = −1.

• Here, E → Y is a rank 2 vector bundle. If X = P(E ), then there is the unique
non-trivial extension

0 → OY (−η) → E → OY → 0, (19)

where η ∈ Y is a fixed point on the elliptic curve. The surface X is isomorphic
to S2(Y ) and the map p : X → Y is nothing but the Abel-Jacobi map which
has a structure of projective bundle P(E) → Y .

• The latter (“cubic”) Cremona transformation of P4 is inverse to the “quadric”
Cremona transformation in P

4 given by the elliptic normal quintic Y.

Remark We do not use the terminology of the XIX-th and early XX-th cen-
tury geometers worked out the Cremona transformations. Due to the remark in
([17], p.422), a modern “dictionary” is available. For example, the linear sys-
tem of polynomials ϕ0, . . . , ϕn on P

n such that the generic fiber of the resulting
rational map P

n ��� P
n is discrete usually was called sub-homoloidal system

(see [32]). Thus, the transformations described in the Crauder-Katz Theorem
4.1 are nothing but the classical “quadro-cubic” Cremona transformations of P4

discovered in [33].
Now, we study these linear systems of quadrics and cubics, so we are con-

centrated on the case n = 4.

4.2 Case n = 4. Cremona transformation and Elliptic Curves.

Let the polynomials q0, . . . , q4 ∈ H0(OP4(2)) define a rational map Φ

3 This means that the embedding of Y in P
4 is given by complete linear system.

4 A ruled degree 5 surface in P
4.
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P̂4

�� ���
��

��
��

��

Φ : P4 �� P4

where P̂4 is a blow-up of P4.
We denote by ||Mij ||0≤i,j≤4 any matrix of syzygies, i.e. any matrix for which

4∑

i=0

qiMij = 0,

for any 0 ≤ j ≤ 4.
Following [17], we call any such dominant map a Φ Cremona transformation

of P4.

Example 4.1. Let qi = xi
2 + axi+2xi+3 − xi+1xi+4

a , i ∈ Z5, a ∈ C
∗. We

consider the following alternating 5 × 5 matrix M = ||Mij || :
⎛

⎜
⎜
⎜
⎜
⎝

0 −x3 −ax1 ax4 x2

x3 0 −x4 −ax2 ax0

ax1 x4 0 −x0 −ax3

−ax4 ax2 x0 0 −x1

−x2 −ax0 ax3 x1 0

⎞

⎟
⎟
⎟
⎟
⎠

. (20)

It is easy to check that
4∑

i=0

qiMij = 0, (21)

for any 0 ≤ j ≤ 4.

This matrix of syzygies is called Klein matrix of linear forms. It is well-known
(see [11]) that any Heisenberg invariant elliptic curve of odd degree, containing
the unique point p of the form:

p = (a0 ≡ 0 : a1 : a2 : . . . : −a2 : −a1),

has a Klein matrix of the form Mij = ai−jxi+j . In our case (4.1),

p = (0 : −1 : −a : a : 1),

and it goes back to Klein’s works that the polynomials qi, 0 ≤ i ≤ 4 –the
generators of the homogeneous ideal I (q0, . . . , q4) ⊂ C[P4]– are 4 × 4 Pfaffians
of the Klein matrix (20). The elliptic curve family Ya is cut off by five quadrics-
Pfaffians qi, 0 ≤ i ≤ 4:

Ya =
4⋂

i=0

qi.
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If JYa
is the ideal sheaf of a “generic” (=smooth) curve then the following

exact sequence takes place

0 → JYa
→ OP4(2) → OYa

(2) → 0.

Here, we identify H0(OP4(2)) with S2(Θ5,c(Γ )).
We shall basically consider smooth generic (with respect to the parameter

a) genus one curves, unless otherwise indicated. We precise the meaning of the
word “generic”.

It should be remarked (see [5] and [16]) that the curves Ya are smooth, if a is
non-exceptional in the following sense. In fact, ([5]) the family Ya extends to P

1-
family Yp,q (a = (p : q)), which is smooth, if (p : q) �= (1 : 0), (0 : 1), (εi(1±√

5) :
2), i ∈ Z5, ε = e

2π
√−1
5 . These exceptional points correspond to the vertices of

the Klein icosahedron inside S
2 = P

1 and the associated singular curves forms
pentagons (the following figures appeared for the first time in [5,16]):

We shall finish this description with the well-known fact that the union of
the families Yp,q over P

1 is an algebraic surface

S15 =
⋃

(p:q)∈P1

Yp,q. (22)

This surface is a determinantal surface of degree 15 and it is smooth out of the
above singular curve pentagon vertices. This surface (after a normalisation) is
isomorphic to the Shioda modular surface S(5), and it is an elliptic surface over
the rational modular curve X(5) = P

1 whose smooth fibers are smooth families
Yp,q (for all these facts see [4,5,16]).

4.3 Quadro-Cubic Cremona Transformations

In this subsection, we show that the two five-dimensional elliptic algebras are
related by some Cremona transformation.

The proof of the below statement was obtained with the help of G. Ortenzi
using the MAPLE manipulator.
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Let us consider the Cremona transformation Φ : P4(x) → P
4(z) given by the

following homogeneous polynomial functions

z0 = q0 = x0
2 + ax2x3 − x1x4

a ,
z1 = q1 = x1

2 + ax3x4 − x2x0
a ,

z2 = q2 = x2
2 + ax4x0 − x3x1

a ,
z3 = q3 = x3

2 + ax0x1 − x4x2
a ,

z4 = q4 = x4
2 + ax1x2 − x0x3

a .

(23)

In general, this transformation does not map the H−invariant Poisson structure
of q5,1(Y ) to another H-invariant quadratic Poisson structure on P

4.

Proposition 4.1. • Set

a = − 1
λ

. (24)

Then, the map (23) maps the Poisson structure q5,1(Y ), with parameter λ, to
the structure q5,2(Y ).

• The Casimir of q5,1(Y ) coincides with the determinant of the Jacobian of (23).
• The inverse Cremona transfomation Φ−1 : P4(z) → P

4(x) is the cubic Poisson
morphism between q5,2(Y ) and q5,1(Y ) which can be explicitly written as:

xi =Qi,λ(z) =
zi+2zi+4

2 + zi+1
2zi+3

λ
− λ

(
zi+1zi+2

2 + zi+3
2zi+4

)

+ zi
3 − zi

(zi+1zi+4

λ2
+ λ2zi+2zi+3

)
,

(25)

for i = 0, 1, 2, 3, 4.
• The Casimir of q5,2(Y ) coincides with the determinant of some matrix L(z, λ)

which can be reconstructed from (25) .

Remark 4.1. The explicit determinantal formula for the Casimir of q5,2(Y )
will be done in the next section.

The constraint (24) is calculated as follows. We know that the structure of the
resulting H−invariant quadratic Poisson algebra should have a similar structure
as in the case q5,1(Y ) but with different coefficients. We impose this constraint
and we calculate all the Pij as a function of the parameter λ of the q5,1(Y )
algebra and the parameter a of the change of variables. This is possible if and
only if a and λ solve the system

{−a3λ + 4λ4a + 2λ5a2 + 2λ3 − 2 a2 + a6λ4 = 0,
−1 + 2 a2λ2 − a3λ3 + 2 aλ = 0.

The second equation is reducible:

(aλ + 1)(a2λ2 − 3aλ + 1) = 0.

If a = − 1
λ , the system is identically solved and we find a class of Poisson tensor

depending nonlinearly on a parameter. If a = 3±√
5

2λ , namely the solutions of the
second equation, then using the first equation we fix 5 possible values of λ and
we find some non-parametric “isolated” Poisson tensors which correspond to the
points on the Klein icosahedron.
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4.4 A Remark on the Compatibility

The explicit values of the parameters are

a =
3 ± √

5
2λ

with λ5 = −11 ± 5
√

5
2

. (26)

We check only in one case where these structures admit 5 independent quasi-
Casimirs [23]. These structures are in fact some linear Poisson pencils related
to q5,1(Y ) : the tensors q5,1(Y ) and q5,2(Y ) depend in a nonlinear way on the
parameter λ, therefore they do not generate a bi-Hamiltonian pencil with respect
to all λ.

There is a natural question: is there some value of λ for which the tensors in
the family q5,1(Y ) are compatible?
The unexpected answer is yes.

Proposition 4.2. Let us denote q5,1(Y ) by qλ
5,1(Y ) making explicitly its depen-

dence on the parameter λ. Therefore, qs
5,1 + bqr

5,1 is a Poisson tensor ∀b ∈ C if
and only if

r

s
= ±aλ,

where a and λ satisfies the (26). It can be proved by a direct computation.

Remark 4.2. In [26], the author points out a different bi-Hamiltonian property
of the qn,1(Y ) Poisson algebras: Every structure, by means of a non-polynomial
change of variables related to the connection between theta- and WeierstrassP-
functions, can be written as a combination of three compatible Poisson structures.
The role of linear parameters is played by the g2 and g3 coefficients of the Weier-
strass canonical equation. It seems that our results justify the similar realisation
at least for the case of q5,2(Y ) elliptic Feigin-Odesskii-Sklyanin algebra.

5 Klein and Moore Syzygies and Poisson Structures

5.1 Klein Syzygy and Free Resolution Complex.

It is easy to verify that the Klein matrix M associated with Ya has rank 2 on Ya

and vice versa; namely, if the family Ya is rank-2 locus of some matrix M̂ , then
this matrix is the Klein matrix of linear forms of Ya (Corr. 6.4 in [14]).

From the algebraic point of view, the set Y5 of genus one curves of degree 5
is an affine five-dimensional space, and its coordinate ring C[Y5] is a polynomial
ring with 5 variables.

A genus one degree 5 normal curve f is described by a collection of 5 quadratic
polynomials qi ∈ Y5, i = 0, . . . 4, defining an ideal If ⊂ C[x0, . . . , x4]. Using the
Kleinian syzygy matrix of linear forms Mij = ai−jxi+j , one can generate the
ideal If = I (q0, . . . , q4), the vector P of 4 × 4 Pfaffians Q = (q0, . . . , q4) and a
a minimal free resolution complex [4,13]:

0 → A(−5) Q t

−−→ A(−3)5
f−→ A(−2)5 Q−→ C[Y5] = C[x0, . . . , x4] → 0, (27)
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with homology concentrated in the last term: H0 = C[Y5]/If . The notation A(d)
means a graded C[Y5]-module with k-th graded component Ak+d. Under some
generic condition the complex (27) is also a free minimal resolution of C[Y5]/If .
The exactness of (27) in the term A(−2)5 gives an another way to express the
Klein syzygy property (21):

Q · f =
4∑

k=0

qimij = 0.

5.2 Poisson Structure on P
4 from Syzygies

Now, we hint how to obtain the elliptic Poisson Feigin-Odesskii-Sklyanin algebras
directly from the construction similar to above Klein syzygy description replacing
the skew-symmetric matrix of linear forms by some skew-symmetric matrix of
quadratic forms. With this aim, we remind that for any normal genus 1 curve Y ,
there exists a naturally attached alternating matrix of quadrics Ω = ||Ωij ||. This
matrix appears in the works of T. Fisher (for example, see [12,13]). In particular,
he proved ([13], Th. 1.1 (i)) that if there exists a function K such that the secant
variety Sec(Y )(:= Sec2(Y )) is the level {K = 0}, then there exists a minimal free
resolution of the naturally graded polynomial ring A = C[x0, . . . , x4] by graded
A-modules similar to (27):

0 → A(−10) ∇t

−−→ A(−6)5 Ω−→ A(−4)5 ∇−→ A, (28)

where Ω is a 5 × 5 skew-symmetric matrix of quadratic forms, ∇ is the nabla
operator,

∇(f) :=
(

∂f

∂x0
, . . .

∂f

∂x4

)
,

and the notation A(d) means a graded A-module with graded component as it
was explained above. The exactness of (28) in the term A(−4)5 gives

∇(K) · Ω =
4∑

k=0

∂K

∂xk
Ωkj = 0,

for Sec(Y ) = {K = 0} (Lemma 4.5 in [13]). Moreover, one can readily verify
(Lemma 4.7 (i) ibid.) that the 4 × 4 Pfaffians of Ω are (up to a constant c �= 0)
the partial derivatives of K:

(−1)kpf(Ω(k)) = c
∂K

∂xk
, k = 0, . . . , 4.

So, one can say that the Ω is the alternating matrix of quadratic forms
such that ∇(f)Ω ≡ 0 on the anticanonical divisor K(Y ) for all f ∈ I (Y ) of
rankΩ = 2 on Y.

Ω =

⎛

⎜
⎜
⎜
⎜
⎝

0 α3 β1 −β4 −α2

−α3 0 α4 β2 −β0

−β1 −α4 0 α0 β3

β4 −β2 −α0 0 α1

α2 β0 −β3 −α1 0

⎞

⎟
⎟
⎟
⎟
⎠

, (29)
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where

αi = 5λ4μx2
i − 10λ3μ2xi−1xi+1 +

(
λ5 − 3μ5

)
xi−2xi+2,

βi = 5λμ4x2
i − (

3λ5 + μ5
)
xi−1xi+1 + 10λ2μ3xi−2xi+2.

Theorem 5.1. The matrix Ω (after an appropriate rescaling) coincides with
the matrix of the Poisson tensor for q5,1(Y ).

Proof. The direct verification and a comparison with (16) in Chap. 7 of [12]
provides that the matrix

αi = c ({xi+2, xi+3}) = c

(
(
a3

5
− 3

5a2
)xi+2xi+3 − 2axi+1xi+4 + a2x2

i

)
,

βi = c ({xi+1, xi+4}) = c

(
−(

1
5a2

+
3a3

5
)xi+1xi+4 + 2xi+2xi+3 + ax2

i

)
.

In order to get the explicit coincidence of αi with {xi+2, xi+3}5,1 and βi with
{xi+1, xi+4}, we should take c = 5λ3μ2 and denote λ

μ by a. In other words, the
matrix (29) appears as the Poisson tensor matrix for q5,1(Y ), where Y is (for
generic a) given by the Example 4.1. We shall denote the quintic polynomial
by K := K5,1(x). This polynomial is given by the determinant of the Jacobian
matrix:

K5,1(x) = det‖ ∂qi

∂xj
‖.

Remark 5.1. The secant variety Sec(Y ) = {K5,1(x) = det‖ ∂qi

∂xj
‖ = 0} is the

quintic 3-fold in P
4 which describes the “maximal symplectic leaf” M2 mentioned

in the Introduction.

The above construction admits the following inversion or a “duality” in the
framework of the Cremona transformations of Subsect. 4.3.

5.3 Moore Syzygies and Corresponding 3-Folds.

We observe that the defining cubic relations (25) can be interpreted as 4 × 4-
minors of some 5 × 5-matrix Lλ(z) where λ ∈ C

∗ and the matrix entries

||Lij ||0≤i,j≤4 := ||(z2i−j)λ||.
(We do not precise the dependence on λ because the matrices Lλ(z) are deter-
mined up to scalar only.) We shall be using the term Moore-like syzygy matrix5

for the matrices Lλ(z).
The cubics (25) define an ideal IQλ

⊂ C[z0, . . . , z4]. The ideal IQλ
defines

a ruled surface of degree 5 - the quintic elliptic scroll Qλ ⊂ P
4(z).

5 In fact the entries of the Moore-like syzygy matrix depends on ı(z) where ı(zi) = zi

is the involution. But we need the matrix Lλ(z) to describe the surfaces of symplectic
foliations which are ı−invariants (compare with [4]).
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In order to visualise it, we remind the following construction: By the Lemma
4.4 in [4], we have the free resolution complex for C[Qλ]/IQλ

similarly to (27),
namely

0 → A(−5) P t

−−→ A(−4)5
(Lλ(z))

t

−−−−−→ A(−3)5 P−→ C[Qλ] = C[z0, . . . , z4] → 0, (30)

where P := (p0, . . . , p4).
The exactness in the term A(−4)5 means that Lλ(z))tPt = 0 or, in matrix

form, ⎛

⎜
⎜
⎜
⎜
⎝

0 −λz2 λ−1z4 −λ−1z1 λz3
λz4 0 −λz3 λ−1z0 −λ−1z2

−λ−1z3 λz0 0 −λz4 λ−1z1
λ−1z2 −λ−1z4 λz1 0 −λz0
−λz1 λ−1z3 −λ−1z0 λz1 0

⎞

⎟
⎟
⎟
⎟
⎠

⎛

⎜
⎜
⎜
⎜
⎝

p0
p1
p2
p3
p4

⎞

⎟
⎟
⎟
⎟
⎠

= 0. (31)

By a straightforward calculation, we show that detLλ(z)) = 0. We take the
4 × 4 minors in (31) (following [4] and [19]):

M
(4×4)
ij (Lλ(z)) = ziQj,λ(z), (32)

where cubics Qj,λ(z) are generators of the ideal IQλ
and defines the inverse

“cubic” Cremona transformation (25) as in the classical Semple’s quadro-cubic
setting.

But, the left-hand side variables xj , j = 0, . . . , 4 of (25) satisfy the quadric
relations

xj
2 − a−1xj+2xj+3 + axj+1xj+4 = 0, i ∈ Z5, a ∈ C

∗. (33)

Taking in (25) the constraint λ = a−1, we obtain the system of quadric
relations (33) whose entries are the cubic polynomial in z

Qj,a−1(z)2 − a−1Qj+2,a−1(z)Qj+3,a−1(z) + aQj+1,a−1(z)Qj+4,a−1(z) = 0. (34)

The equation detLλ(z) = 0 defines a degree 5 polynomial K̃(z, a) and also a
(H5−Heisenberg and involution invariant) cubic 3-fold in P

4,

K̃(z, a) := detLλ(z)) = 0,

or, explicitly,

K̃(z, a) = (a5 + 6 − a−5)z0z1z2z3z4+
4∑

j=0

[
z5j + (a4 + 3a−1)zjz

2
j+2z

2
j+3 + (a−4 − 3a)zjz

2
j+1z

2
j+4

]
+

+
4∑

j=0

[
(a3 − 2a−2)z3j zj+2zj+3 − (2a2 + a−3)z3j zj+1zj+4

]
= 0.
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Comparing with the expression of the Casimir quintic polynomial K5,2 for
q5,2(Y ), we see that (taking y = z, b = a)

K̃(z, a) = −aK5,2(z)

and (for generic a ∈ C
∗) they define the same 3-fold in P

4.
We obtain (in a accordance with the Corollary 4.5 from [4]) that the elliptic

quintic scroll, defined by the q5,2(Y ) Casimir level K5,2(z) = 0, is exactly the
Qa−1 given by the system of cubics Qj,λ(z) from (25) with the constraint aλ = 1.

5.4 Poisson Structure on P
4 from Moore Syzygies

Now, we can proceed with the quintic polynomial K̃(z, a) (or directly with
K5,2(z)) in the same fashion as in the case of K5,1(z).

There is an analog of the resolution (28) and a skew-symmetric 5−matrix Ω̃
such that

∇(K5,2) · Ω =
4∑

k=0

∂K

∂zk
Ωkj = 0,

The gradient ∇K5,2 of the polynomial K5,2 also admits a “Pfaffian” representa-
tion

(−1)kpf(Ω̃(k)) = (c̃)
∂K5,2

∂zk
, k = 0, . . . , 4.

We should assume (again, by Fisher’s Lemma 4.5 in [13]) that there exist some
other elliptic curve Ỹa for which the secant variety Sec(Ỹa) = 0 is given by the
quintic polynomial zero level {K5,2(a, z) = 0}.

The curve Ỹa can be described (for generic choice of the parameter a) by
4 × 4 sub-Pfaffians of some alternating Moore-like syzygy 5 × 5 matrix La, the
polynomials pi generate the coordinate ring ideal IỸa

for an elliptic quintic curve
Ỹa.

∂K5,2

∂zi
= pi(q0, . . . q4), i = 0, 1, 2, 3, 4,

and p0, . . . , p4 are Pfaffians of the syzygy matrix Lt
a for Ỹa. We shall consider the

quadrics q0, . . . , q4 as homogeneous coordinates (x0 : . . . : x4) in the projective
space P

4.
Then, pi = pi(x0, . . . , x4), i = 0, 1, 2, 3, 4, and the ideal IỸa

is given by

pi = xi
2 − a−1xi+2xi+3 + axi+1xi+4, i ∈ Z5, a ∈ C

∗.

A straightforward computation verifying by the “chain rule” shows that

4∑

i=0

∂pi(q0, . . . q4)
∂xi

∂qi(z0, . . . , z4)
∂zj

= 0.
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We consider the following alternating 5 × 5 matrix Ω̃ such that rank Ω̃ = 2
on the curve Ỹa:

Ω̃ =

⎛

⎜
⎜
⎜
⎜
⎝

0 α̃3 β̃1 −β̃4 −α̃2

−α̃3 0 α̃4 β̃2 −β̃0

−β̃1 −α̃4 0 α̃0 β̃3

β̃4 −β̃2 −α̃0 0 α̃1

α̃2 β̃0 −β̃3 −α̃1 0

⎞

⎟
⎟
⎟
⎟
⎠

, (35)

with

α̃i = c̃ ({xi+2, xi+3}) = c̃

(
(

2
5a2

+
a3

5
)xi+2xi+3 + xi+1zi+4 − a−1x2

i

)
,

β̃i = c̃ ({xi+1, xi+4}) = c̃

(
−(

a2

5
− 2

5a3
)xi+1xi+4 − a−2xi+2xi+3 + x2

i

)
.

Theorem 5.2. The matrix (5.2) (after some appropriate rescaling) coincides
with the matrix of the Poisson tensor for q5,2(Ỹa).

Here, a ∈ C
∗ and Ỹa is given by the set of the quadrics (33):

xi = qi(z) = z2i − azi+2zi+3 + a−1zi+1zi+4, i ∈ Z5.

The elliptic quintic scroll Qa(Ỹ )(x) is given by the set of cubics

zi = Qa(Ỹ )(x) = x3
i + a(x2

i+1xi+3 + xi+2x
2
i+4) − a−1(xi+1x

2
i+2 + x2

i+3xi+4)−

−a2xixi+1xi+4 − a−2xixi+2xi+3, i ∈ Z5.

Thus, the Poisson properties of the quadro-cubic Cremona transformations
in P 4 give two pairs of geometric objects and some duality between them: The
first pair is a normal quintic elliptic curve Ya ⊂ P

4(x) parametrised by some
point a ∈ P

1 and some elliptic quintic scroll - a ruled degree 5 surface Q(Ya)
which is in generic point may be identified with X = S2(Y ).

The “dual pair” of geometric objects contains again an elliptic curve Ỹa ⊂
P
4(z) of degree 15 and a singular elliptic scroll S of degree 15. By analogy with

(22), one can consider a degree 45 surface

S45 =
⋃

(a)∈P1

Ỹa. (36)

The elliptic curves Ya and Ỹa are isomorphic under some birational map v+ :
S15 ��� S45 (the Horrocks-Mumford map).

The geometry of this duality was studied and described in [4] and [3]. We
shall use the Proposition 4.12 in [4] to explain it:

Proposition 5.1. • Let Ya be a normal elliptic quintic curve with generic value
a ∈ C∗. Any elliptic scroll may be identified with a symmetric product of
elliptic curves (in our case Qa(Y ) canonically with S2(Ya)).
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• There is an image of the elliptic quintic curve Ya denoted by Ỹa under the
Horrocks-Mumford map

v+ : P4(x) ��� P
4(z)

zi = v+(x) = xi+2x
2
i+4 − x2

i+1xi+3, i ∈ Z5

as a degree 15 curve.
• In a smooth generic (non-torsion) point p ∈ Ya the quintic hypersurface

defined by the Jacobian matrix quadrics detMp(z) = 0 is the secant vari-
ety Sec(Ya), and the quintic hypersurface defined by the Moore syzygies
detLq(z) = 0 is Trisec(S2(Ya)) – the trisecant variety Qa−1(Y ).

• Let q be a non-torsion order 5 point on Ỹa. Then, the quintic hypersurface
detMq(z) = 0 is the trisecant variety Trisec(Qa(Y )), and the quintic hyper-
surface detLq(z) = 0 is the secant variety Sec(Ya).

Finally, we summarise, using the Crauder-Katz Theorem (4.1), the described
picture graphically as following diagram:

Y → P4(x) ← Sec(Y ) Trisec(X) → P4(z) ← X S2Y

P
4
Y

Sec(Y ) = P1
S2Y

Trisec(X) = P2
Y

P4
X

Φ−1

Φ σ

σX

σ

σY

Here, the maps σ : P̂
4
Y ��� P

4(x) and σ : P̂
4
X��� P

4(z) are blow-up maps
along Y ↪→ P

4(x) and along X ↪→ P
4(z), respectively; the maps σY and σX are

blow-ups of the secant Sec(Y ) and trisecant Trisec(X) varieties of Y and X and
the maps Φ and Φ−1 are direct and inverse Cremona transfomations discussed
above in Sect. 4, Theorem 4.1. We see that the map Φ is defined by quadrics
through the elliptic quintic curve Y . The secant variety Sec(Y ) is mapped by Φ
to the quintic scroll S2(Y ).
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We remark that the degeneration locus of Φ maps to Trisec(X) the trisecant
of X = S2(Y ). In its turn, the inverse Cremona Φ−1 transfers this trisecant to Y
and the degeneration locus maps to the secant variety Sec(Y ). Coming back to
the description of the the symplectic foliations for q5,1(Y ) and q5,2(Y ) ,we observe
that the Cremona transformation and its inverse transform the symplectic leaves
to the symplectic leaves.

The essential difference between the degeneration properties of these sym-
plectic foliations was discussed by Pym (see [31]).

5.5 “Quantum” Cremona Transformations

Now, we are ready to explain the “quasi-classical” analogue of the following
Feigin-Odesskii “quantum” statement (Theorems 4.1–4.3 in [9]):

Theorem 5.3. • The quantum Sklyanin algebra Q5,2(Y, η) with generators Zi,
0 ≤ i ≤ 4, and known 10 quadratic relations can be embedded into the quantum
Sklyanin algebra Q5,1(Y, η) so that this homomorphism is given (on the level of
generators) as Zi 	→ qi(η), where qi(η), 0 ≤ i ≤ 4, are quadratic elements (so
Q5,2(Y, η) is isomorphic to the subalgebra in Q5,1(Y, η) generated by qi(η)).
The elements qi(η) → zi = qi (see 1) when η → 0.

• The quantum Sklyanin algebra Q5,1(Y, η) with generators Xi, 0 ≤ i ≤ 4 and
known 10 quadratic relations, in its turn, can be embeded into the quantum
Sklyanin algebra Q5,2(Y, η) so that this homomorphism is given (on the level
of generators) as Xi 	→ Qi(η) where Qi(η), 0 ≤ i ≤ 4, are cubic elements (so
Q5,1(Y, η) is isomorphic to the subalgebra in Q5,2(Y, η) generated by Qi(η)).
The elements Qi(η) → xi = Qi (see 2) when η → 0.

• The composition Q5,1(Y, η) → Q5,2(Y, η) → Q5,1(Y, η) maps the generators
Xi, 0 ≤ i ≤ 4, of Q5,1(Y, η) to the elements K5,1(η)Xi, 0 ≤ i ≤ 4,
where K5,1(η) → K5,1(x) (16) when η → 0.

• The composition Q5,2(Y, η) → Q5,1(Y, η) → Q5,2(Y, η) maps the generators
Zi, 0 ≤ i ≤ 4 of Q5,2(Y, η) to the elements K5,2(η)Zi, 0 ≤ i ≤ 4,

where K5,2(η) → K5,2(z) (17) when η → 0.

The proof of this Theorem is a straightforward but lengthy computation.
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Abstract. In general, quantum matrix algebras are associated with a
couple of compatible braidings. A particular example of such an algebra
is the so-called Reflection Equation algebra In this paper we analyze its
specific properties, which distinguish it from other quantum matrix alge-
bras (in first turn, from the RTT one). Thus, we exhibit a specific form of
the Cayley-Hamilton identity for its generating matrix, which in a limit
turns into the Cayley-Hamilton identity for the generating matrix of the
enveloping algebra U(gl(m)). Also, we consider some specific properties
of the braided Yangians, recently introduced by the authors. In particu-
lar, we exhibit an analog of the Cayley-Hamilton identityfor the gener-
ating matrix of such a braided Yangian. Besides, by passing to a limit of
this braided Yangian, we get a Lie algebra similar to that entering the
construction of the rational Gaudin model. In its enveloping algebra we
construct a Bethe subalgebra by the method due to D.Talalaev.
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1 Introduction

Let V be a vector space, dim V = N , and R : V ⊗2 → V ⊗2 be a braiding, i.e. a
solution of the braid relation (also called the quantum Yang-Baxter equation)

R12R23R12 = R23R12R23, R12 = R ⊗ I, R23 = I ⊗ R.
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Hereafter I stands for the identity operator or its matrix. The above relation is
written in the space V ⊗3 and the lower indices label the spaces where a given
operator acts.

The unital associative algebra generated by entries of a matrix L =
‖lji ‖1≤i,j≤N , subject to the following system

R L1 R L1 − L1 R L1 R = 0, L1 = L ⊗ I, (1)

is called the Reflection Equation (RE) algebra, associated with a braiding R
and denoted L (R). Below, the matrix L and all similar matrices are called
generating.

The algebra L (R) is a particular case of the so-called quantum matrix (QM)
algebras. Any QM algebra is associated with a couple of compatible braidings
(see [12] for more details).

Another well-known example of a QM algebra is the so-called RTT algebra,
generated by entries of a matrix T = ‖tji‖1≤i,j≤N subject to the system

R T1 T2 − T1 T2 R = 0, T1 = T ⊗ I, T2 = I ⊗ T. (2)

All algebras, we are dealing with, are assumed to be unital.
A braiding R is called an involutive symmetry, if it meets the condition

R2 = I, and a Hecke symmetry, if it meets the Hecke relation1

(qI − R)(q−1I + R) = 0, q ∈ K, q2 �= 1. (3)

If an involutive or Hecke symmetry R is a deformation of the flip P , then the both
QM algebras are deformations of the commutative algebra Sym(gl(N)). This
means that the dimensions of homogeneous components of each of these algebras
are classical, i.e. equal to those of corresponding components2 in Sym(gl(N)).
Emphasize that similar algebras can be associated with any braiding R but
in general this deformation property fails. Below, all symmetries R which are
deformations of the usual flips and the corresponding objects will be referred to
as deformation ones.

The best known examples of deformation Hecke symmetries are those coming
from the Quantum Groups (QG) Uq(sl(N)). However, we introduce all our alge-
bras without any QG, which plays merely the role of a symmetry group for them,
provided the corresponding Hecke symmetry R comes from this QG. As another
example of a deformation Hecke symmetry we mention the Cremmer-Gervais
R-matrices. However, in general the involutive and Hecke symmetries, we are
dealing with, are not deformation either of the usual flips or of the super-ones.

Also, we assume all symmetries to be skew-invertible (see the next section for
the definition). Under this condition a braided (or R-)analog of the trace can be
defined. Note that this trace enters all our constructions. In particular, it takes
part in the definition of quantum analogs of the symmetric polynomials in all
1 From now on, the notation K stands for the ground field, which is C or R.
2 If R is a Hecke symmetry we should additionally require q to be generic, that is
qn �= 1 for any integer n.
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algebras under consideration. These quantum symmetric polynomials generate
commutative subalgebras, called characteristic.

However, only in the RE algebras these subalgebras are central (see [10]).
Besides, the RE algebras possess many other properties distinguishing them
from other QM algebras. The main purpose of the present paper is to exhibit
specific features of the RE algebras and of the so-called braided Yangians [6],
which are current (i.e. depending on parameters) algebras in a sense close to the
RE ones.

Here, we mention two of these particular properties. First, if a Hecke sym-
metry R = R(q) is a deformation of the usual flip P (i.e. R(1) = P ), then the
corresponding modified RE algebra (16) is a deformation of the enveloping alge-
bra U(gl(N)). It can be treated as the enveloping algebra of a braided analog
gl(VR) of a Lie algebra gl(n). If R is a skew-invertible Hecke symmetry of a
general type, similar analogs of the Lie algebra gl(N) and its enveloping algebra
can be also defined.

In this connection the following question arises: whether it is possible to
define an affine version of the braided Lie algebras similar to ĝl(N)? Below, we
introduce such a braided analog ĝl(VR). Note that, putting aside the affine QG
Uq(̂�), there are known two approaches to define quantum generalizations of
affine algebras: the RE algebras in the spirit of [16]3 and the double Yangians
and their q-analogs as introduced in [2]. In our subsequent publications we plan
to study the centre of the enveloping algebra U(ĝl(VR)) in the frameworks of
the Kac’s approach and to compare all mentioned methods of defining quantum
affine algebras.

The second particular property of the RE algebra is that its generating matrix
L satisfies a matrix polynomial identity Q(L) = 0 for a polynomial Q(t), called
characteristic. Thus, we get a version of the Cayley-Hamilton identity.

As was shown in [12], such an identity exists for the generating matrices of
other QM algebras. However, only in the RE algebra this identity arises from
the characteristic polynomial. Also, in deformation cases by passing to the limit
q → 1 in the modified form of the RE algebra, we get the characteristic polyno-
mial and the corresponding Cayley-Hamilton identity for the generating matrix
of the enveloping algebra U(gl(N)), which are usually obtained via the so-called
Capelli determinant.

As noticed above, the braided Yangians,v recently introduced in [6], are in
a sense close to the RE algebras. They are associated with current quantum
R-matrices, constructed by means of the Yang-Baxterization of involutive and
Hecke symmetries. These braided Yangians constitute one of two classes which
generalize the Yangian Y(gl(N)), introduced by Drinfeld [1]. The second class of
Yangian-like algebras, also introduced in [6], consists of the so-called Yangians
of RTT type which are more similar to the RTT algebras.

3 They differ from our braided Yangians by the middle terms, which are also current
R-matrices. Observe that there are known many versions of such RE algebras.
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One of the main dissimilarities of the braided Yangians and these of RTT
type arises from their evaluation morphisms. For the braided Yangians the evalu-
ation morphisms are similar to these for the Yangians Y(gl(N)), but their target
algebras are the RE algebras (modified or not) instead of U(gl(N)). Another par-
ticular property of the braided Yangians is that they admit the Cayley-Hamilton
identities for the generating matrices, which are also more similar to the classi-
cal ones. This is due to the fact that the analogs of the matrix powers entering
these identities are given by the usual matrix product of several copies of the
generating matrix (but with a shifted parameter u).

Also, deformation braided Yangians, in particular those, associated with
R-matrices (35) and called braided q-Yangians, admit a limit4 as q → 1. In
this limit we get Lie algebras Gtrig similar to G entering construction of the
rational Gaudin model. By using the method due to D.Talalaev, we construct
Bethe subalgebras in the enveloping algebras U(Gtrig). Consequently, we get
new Bethe subalgebras in the Lie algebras gl(N)⊕K . In a more detailed way the
corresponding version of an integrable model will be considered elsewhere.

The paper is organized as follows. In the next section we recall some basic
properties of braidings and symmetries. In Sect. 3 we describe the RE algebra
and the corresponding braided Lie algebra gl(VR). Also, we define its affinization.
In Sect. 4 we consider different forms of the characteristic polynomials for the
generating matrices of the RE algebras. In Sect. 5 we introduce braided Yangians
and describe their specific properties. In the last section by passing to the q = 1
limit in the braided q-Yangian, we get the aforementioned current Lie algebra
Gtrig and find a Bethe subalgebra in its enveloping algebra.

2 Braidings: Definitions and Properties

The starting object of our approach is a skew-invertible braiding of one of two
types, specified below. Recall that a braiding R is called skew-invertible if there
exists an operators Ψ : V ⊗2 → V ⊗2 such that the following relation holds

Tr2R12Ψ23 = P13 ⇔ Rkl
ij Ψ

jq
lp = δq

i δk
p , (4)

where the symbol Tr2 means that the trace is applied in the second matrix space.
Below a summation over repeated indexes is always understood. Here we assume
that a basis {xi} in the space V is fixed and ‖Rkl

ij ‖ is the matrix of the operator
R in the basis {xi ⊗ xj}:

R(xi ⊗ xj) = Rkl
ij xk ⊗ xl.

The condition (4) enables us to extend R up to a braiding

R : V ⊗2 → V ⊗2, (V ∗)⊗2 → (V ∗)⊗2, V ∗ ⊗V → V ⊗V ∗, V ⊗V ∗ → V ∗ ⊗V,

4 In order to get this limit we first change the basis in the Yangian, or in other words,
we pass to the shifted form of this Yangian.
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such that there exists an R-invariant pairing V ⊗V ∗ → K (see [5]). This extended
braiding implies a braiding

REnd(V ) : End(V )⊗2 → End(V )⊗2,

where we identify End(V ) ∼= V ⊗ V ∗ since V is a finite dimensional space.
Now, introduce two operators

B = Tr1Ψ ⇔ Bj
i = Ψkj

ki , C = Tr2Ψ ⇔ Cj
i = Ψ jk

ik . (5)

The definition of Ψ and the Yang-Baxter equation for R leads to the properties:

Tr1 B1R12 = I2, Tr2 C2R12 = I1. (6)

R12B1B2 = B1B2R12, R12C1C2 = C1C2R12, (7)

Let {xj} be the right dual basis of the space V ∗, i.e. < xi, x
j >= δj

i . Then
the R-invariant pairing in the opposite order is

< , >: V ∗ ⊗ V → K, < xj , xi >= Bj
i . (8)

In the space End(V ) we fix the following basis

lji := xi ⊗ xj ∈ End(V )

and consider the map

trR : End(V ) → K, lji 
→ δj
i , (9)

motivated by the pairing V ⊗ V ∗ → K. We call this map the R-trace.
Also, using the pairing (8), we define the following product in the space

End(V )
◦ : End(V )⊗2 → End(V ), lji ◦ llk = Bj

k lli. (10)

This product is REnd(V )-invariant in the following sense

REnd(V )(I⊗◦) = (◦⊗I)R
End(V )
2 R

End(V )
1 , REnd(V )(◦⊗I) = (◦⊗I)R

End(V )
1 R

End(V )
2 ,

(11)

where all operators act on the space End(V )⊗3. Hereafter, for the sake of sim-
plicity we write Rk instead of Rk k+1.

Now, introduce the following pairing on the space End(V ):

〈 , 〉 : End(V )⊗2 → K, 〈X,Y 〉 = trR(X ◦ Y ), ∀X,Y ∈ End(V ). (12)

Thus, on the generators lji we have 〈lji , llk〉 = Bj
kδl

i.
Now, let M = ‖mj

i‖ be an N × N matrix. Define its R-trace as

TrRM = Tr(CM) = M j
i Ci

j .
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This definition is motivated as follows. With a matrix M we associate an element
M j

i xj ⊗ x̃i ∈ End(V ), where x̃i is the left dual basis of the space V ∗, i.e. <
x̃i, xj >= δi

j . The right R-invariant pairing of x̃i and xj reads < xj , x̃
i >= Ci

j

(see [5] for details). So, the R-trace of M is just the result of applying this pairing
to M j

i xj ⊗ x̃i.
As was shown in [15], this R-trace has an important property: for any N ×N

matrix M the following holds

TrR(2)R1M1R
−1
1 = TrR(2)R

−1
1 M1R1 = I1TrRM.

From now on, we use the following notation Tri1...ik = Tri1 . . . Trik where i1 <
· · · < ik and the same for R-traces.

Now, we assume R to be a Hecke symmetry and q to be generic. The cor-
responding constructions and results for involutive symmetries can be obtained
by passing to the limit q → 1.

Note that for any Hecke symmetry R the symmetric and skew-symmetric
algebras

SymR(V ) = T (V )/〈Im(qI − R)〉,
∧

R
(V ) = T (V )/〈Im(q−1I + R)〉

can be introduced. Since they are graded, the corresponding Poincaré-Hilbert
series

P+(t) =
∑

k

dim Sym(k)
R (V )tk, P−(t) =

∑

k

dim
∧(k)

R
(V )tk,

are well defined. Here the index (k) labels the k-th order homogeneous compo-
nents. According to [9] the Poincaré-Hilbert series P±(t) are rational functions.

Emphasize that the above homogeneous components can also be defined via
the projectors of symmetrization P+ (called below symmetrizers) and skew-
symmetrization P− (skew-symmetrizers)

P
(k)
+ : V ⊗k → Sym(k)

R (V ), P
(k)
− : V ⊗k →

∧(k)

R
(V ).

The latter operators can be introduced by a recursive relation:

P
(k)
− =

1
kq

P
(k−1)
−

(

qk−1I − (k − 1)qRk−1

)

P
(k−1)
− , kq =

qk − q−k

q − q−1
, (13)

where we put by definition P
(1)
− = I and assume that the skew-symmetrizer

P
(k)
− is always applied at the positions 1, 2, . . . , k. Formula (13) was proved in

[3] in a little bit different normalization of the Hecke symmetries.
Let us assume the rational function P−(t) to be noncancellable. Let m

(respectively n) be the degree of its numerator (respectively, denominator). The
ordered couple (m|n) is called the bi-rank of the symmetry R.

If R is a skew-invertible symmetry (involutive or Hecke) and its by-rank is
(m|n) then the operators B and C (5) have a few additional properties:

BC = q2(n−m)I, Tr B = TrC = qn−m(m − n)q. (14)



From Reflection Equation Algebra to Braided Yangians 113

Proposition 1. If R is a skew-invertible Hecke symmetry and its bi-rank is
(m|0), then

TrR(k+1...m)P
(m)
− = q−m(m−k) kq!(m − k)q!

mq!
P

(k)
− , (15)

where we use the notation kq! = 1q2q . . . kq and the standard agreement 0q! = 1.

Proof. The proof of this claim is a direct consequence of recurrence (13) and
properties of R-trace. Indeed, in virtue of the condition on the bi-rank and (14)
we have

TrRI = Tr C = q−mmq,

while formula (6) means that TrR(k)Rk−1 = Ik−1. Now we can calculate a typical
trace:

TrR(k)

(
qk−1I − (k − 1)qRk−1

)
=

(
qk−m−1mq − (k − 1)q

)
Ik−1 = q−m(m − k + 1)qIk−1,

where at the last step we used the relation

qabq − qbaq = (b − a)q.

Thus, we have

TrR(m)

(

qm−1I − (m − 1)qRm−1

)

= q−mIm−1

and consequently,

TrR(m)P
(m)
− =

q−m

mq
P

(m−1)
− .

Upon applying the R-trace once more, we get

TrR(m−1,m)P
(m)
− = q−2m 2q

mq(m − 1)q
P

(m−2)
− = q−2m 2q!(m − 2)q!

mq!
P

(m−2)
− .

Now, using the reasoning by recursion, we arrive to formula (15).

3 Braided Lie Algebras and their Affinization

Now, consider a unital associative algebra generated by matrix elements of N×N
matrix L̃ = ‖lji ‖ which obey the system of quadratic-linear relations:

R L̃1 R L̃1 − L̃1 R L̃1 R = R L̃1 − L̃1 R. (16)

We call this algebra the modified RE algebra and denote it L̃ (R).
If q2 �= 1 the algebras L (R) (1) and L̃ (R) are isomorphic to each other.

The isomorphism is realized by the following map

L̃ 
→ L +
1

q − q−1
I. (17)
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Due to this reason we treat the algebra L̃ (R) as a modified form of the
algebra L (R). In [5] we have constructed a representation category of the algebra
L̃ (R) similar to that of the algebra U(gl(N)). The isomorphism (17) enables us
to convert any L̃ (R)-module into a L (R)-one.

Here, we want to mention only three L̃ (R)-modules. The first one is the
basic space V . The corresponding vector representation is defined by

ρV (lji ) � xk = Bj
kxi.

where the notation � stands for the action of a linear operator.
The second L̃ (R)-module, called covector, is defined in the dual space V ∗

by the following action on basis elements

ρV ∗(lji ) � xk = −xlRkj
li .

The third module, called adjoint, is identified with V ⊗V ∗. The action of the
elements lji on this module is defined by means of the following coproduct

Δ(lji ) = lji ⊗ 1 + 1 ⊗ lji − (q − q−1)
∑

k

lki ⊗ ljk. (18)

Onto the whole algebra L̃ (R) this coproduct is extended by means of the braid-
ing REnd(V ). In this sense we speak about a braided bi-algebra structure of the
algebra L̃ (R). The reader is referred to [5] for details. Note, that the coproduct
(18) arises from the braided structure of the RE algebra discovered by Sh. Majid
[13].

Another way to define the adjoint representation is based on a braided analog
of the Lie bracket. It is defined as follows. The system quadratic-linear relations
(16) on the generators of the algebra L̃ (R) can be rewritten as

lji ⊗ llk − R(lji ⊗ llk) = [lji , l
l
k], (19)

where

R : End(V )⊗2 → End(V )⊗2 and [ , ] : End(V )⊗2 → End(V )

are two operators. The operator R is defined below (see (25)). The operator [ , ]
is by definition the result of applying the operator (10) to the left hand side
of (19).

Emphasize that if q = 1 the operators R and REnd(V ) coincide with each
other but for a generic q it is not so.

Then the adjoint representation of the algebra L̃ (R) can be defined as fol-
lowed

ρEnd(V )(l
j
i ) � llk = [lji , l

l
k]. (20)

Proposition 2. The action (20) defines a representation of the algebra L̃ (R).

In order to prove this claim it suffices to show that the action (20) coincides
with that discussed above. It can be also shown by straightforward computations.
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Definition 1. The space End(V ) equipped with the operators R and [ , ] is
called braided Lie algebra and is denoted gl(VR).

Also, the algebra L̃ (R) plays the role of the enveloping algebra of the braided
Lie algebra gl(VR) in virtue of Proposition 2.

Besides the property formulated in Proposition 2, the braided Lie algebra
gl(VR) has the following features.

1. Its bracket [ , ] is skew-symmetric in the following sense: [ , ]P = 0. Here
P : End(V )⊗2 → End(V )⊗2 is a symmetrizer, constructed in [5]. Note that in
comparison with the above projectors P± acting in tensor powers of the space
V , the symmetrizer P acts in (span

K
(lji ))

⊗2. Such symmetrizers and analogical
skew-symmetrizers were constructed in [5] for the tensor powers 2 and 3 of the
space span

K
(lji ).

2. This bracket is REnd(V )-invariant in the same sense as in (11). In the case
related to the QG Uq(sl(N)), this bracket is also covariant with respect to the
action of this QG.

As for (20), we treat it as a braided analog of the Jacobi identity. Note that
if R is an involutive symmetry, then the corresponding Jacobi identity can be
written under the following form, similar to the classical (or super-)one:

[ , ][ , ]12(I + R
End(V )
1 R

End(V )
2 + R

End(V )
2 R

End(V )
1 ) = 0. (21)

Also, note that the right hand side of (16) can be obtained by applying the
product ◦ (10) to its left hand side. This follows from the relation

◦L1R12L1 = L1Tr(1)B1R12 = L1I2.

Now, introduce the following useful notation. We put5

L1 = L1, Lk = Rk−1Lk−1R
−1
k−1, k ≥ 2. (22)

With the use of this notation, we can rewrite the system (1) in a form similar
to (2):

R1L1 L2 − L1 L2R1 = 0. (23)

The adjoint action can also be written as

L1�R1 L1 = L1−R−1
1 L1 R1 ⇔ L1�L2 = L1 R−1

1 −R−1
1 L1 = L1 R1−R1 L1,

(24)
where in the last equality we use the following consequence of Hecke
condition (3):

R−1 = R − (q − q−1)I.

5 Note that the QM algebras as introduced in [12], are defined in a similar way,
but with the help of the second braiding F , in a sense compatible with R: Lk =
Fk−1Lk−1F

−1
k−1.
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As for the operators R and REnd(V ), they can be respectively presented as

R(L1 ⊗ L2) = R−1(L1 ⊗ L2)R, REnd(V )(L1 ⊗ L2) = L2 ⊗ L1. (25)

Below, we use similar notations for dealing with the so-called braided Yangians.
Now, consider the element

� = TrRL = Tr(CL) ∈ End(V ).

In order to stress the difference between the R-traces TrR and trR (see (9)) note
that trRL = I. We have

trR� = Ck
k =

(m − n)q

qm−n
.

Let us suppose that m �= n and consequently trR� �= 0. Then the elements

f j
i = lji − δj

i

�

trR�

are well defined and traceless: trRf j
i = 0. This enables us to define a braided

analog sl(VR) of the Lie algebra sl(N). The reader is referred to [5] for details.
Now, consider the affinization procedure of the braided Lie algebras gl(VR).

For the algebras sl(VR) it can be done in a similar manner. Following the classical
pattern, we consider the algebra

gl(VR)[t, t−1] = gl(VR) ⊗ K[t, t−1].

This algebra is generated by elements lji [a] := lji ⊗ ta, a ∈ Z. The braided Lie
bracket in it is also defined according to the classical pattern:

[X[a], Y [b]] := [X,Y ][a + b], X, Y ∈ gl(VR).

To construct the central extension of gl(VR)[t, t−1] we introduce a vector
space

gl(VR)[t, t−1] ⊕ K c

where c is a new generator commuting with any elements of gl(VR)[t, t−1].
Besides, we extend the action of the operator R in a natural way

R(X[a]⊗Y [b]) = R(X ⊗Y )[b][a], R(X[a]⊗ c) = c⊗X[a], R(c⊗X[a]) = X[a]⊗ c.

Here, the notation R(X ⊗ Y )[b][a] means that we attribute the label b to the
first factor and that a to the second one.

Now, define the affine braided Lie algebra ĝl(VR) by introducing the following
bracket

[X[a], c] = 0, [X[a], Y [b]] = [X,Y ][a + b] + ω(X[a], Y [b]) c,

where
ω(X[a], Y [b]) := a〈X,Y 〉δ(a + b).
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Here 〈 , 〉 is the pairing (12) in the algebra gl(VR) and a discrete δ-function δ(a)
is defined in the standard way:

δ(a) =
{

1 if a = 0
0 if a �= 0.

We do not know what is the Jacobi identity in the braided Lie algebra ĝl(VR),
provided R is a Hecke symmetry. However, if R is an involutive symmetry, the
corresponding Jacobi identity is similar to (21). This claim can be easily deduced
from the following property of the term ω.

Proposition 3. If R is an involutive symmetry, then the following holds

ω [ , ]23
(

(I + R
End(V )
1 R

End(V )
2 + R

End(V )
2 R

End(V )
1 )(X[a] ⊗ Y [b] ⊗ Z[c])

)

= 0.

In virtue of this property the term ω can be called braided cocycle.
The enveloping algebra U(ĝl(VR)) can be also defined in a natural way as

the quotient of the free tensor algebra of ĝl(VR) over the ideal, generated by the
elements

c lji [a] − lji [a] c, X[a]Y [b] − R(X[a] ⊗ Y [b]) − [X[a], Y [b]] − ω(X[a], Y [b])c.

In a similar manner it is possible to define the enveloping algebra U(sl(VR)). In
fact, we suggest a new way of introducing quantum analogs of affine Lie algebras.

In our subsequent publications we plan to study the center of the algebras
U(gl(VR)) and U(sl(VR)) in the spirit of the Kac’s approach.

4 Characteristic Polynomials for Generating Matrices

In this section we suppose that the bi-rank of a given skew-invertible Hecke
symmetry R is (m|0), m ≥ 2. As was shown in [4], the generating matrix L of
the corresponding RE algebra meets the following Cayley-Hamilton identity

Lm −qLm−1e1(L)+q2Lm−2e2(L)+ ...+(−q)m−1Lem−1(L)+(−q)mIem(L) = 0,
(26)

where

e0(L) = 1, ek(L) := TrR(1...k)(P
(k)
− L1 L2 . . . Lk), k ≥ 1,

are quantum analogs of the elementary symmetric polynomials. Here P
(k)
− :

V ⊗k → V ⊗k is the skew-symmetrizer (13).
Note that quantum analogs of these and other symmetric polynomials (Schur

polynomials, power sums) are also well defined in all QM algebras and they
generate a commutative subalgebra called characteristic. As we said above, in
the RE algebra the characteristic subalgebra is central. By this reason, it does
not matter on what side of the powers of the matrix L we put the coefficients in
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the Cayley-Hamilton identity and in its generalizations called Cayley-Hamilton-
Newton identities. An important consequence of this fact is the possibility to
introduce the quantum spectrum of L, the quantum eigenvalues μi of L belong
to an algebraic extension of the center of RE algebra. This quantities allows one
to rewrite the Cayley-Hamilton identity (26) in a factorized form:

N
∏

i=1

(L − μiI) = 0.

By contrary, in other QM algebras the elements ek are not central and their
position in the Cayley-Hamilton identity (in front of a matrix power or behind
it) is important. Besides, in these algebras the powers Lk should be replaced by
their quantum counterparts, which also exist in two forms. We refer the reader to
the paper [12], where the Cayley-Hamilton identity (and its generalization called
the Cayley-Hamilton-Newton identity) is proved for the generating matrices of
all QM algebras, the RTT and RE algebras included.

Remark 1. In [11] the notion of a half-quantum algebra was introduced. Simi-
larly to a QM algebra a half-quantum algebra is defined with the help of a couple
(R,F ) of compatible braidings, but the defining relations on generators are less
restrictive than those for the QM algebras. The point is that analogs of symmet-
ric polynomials can be also defined in half-quantum algebras and a version of the
Cayley-Hamilton-Newton relations can be established. Nevertheless, in general,
the “symmetric polynomials” in these algebras do not commute with each other.

As follows from formula (26), the characteristic polynomial for the generating
matrix L of the RE algebra is

Q(t) =
m

∑

k=0

tm−k(−q)kek(L), (27)

since Q(t) is the m-th order polynomial with the unit coefficient at the highest
power tm which possesses the property Q(L) ≡ 0.

Our current aim is to present this polynomial in a form useful for finding
the characteristic polynomial for the generating matrix of the modified RE alge-
bra. By passing to the limit q → 1, we get a characteristic polynomial for the
generating matrix of the algebra U(gl(N)).

Proposition 4. The polynomial Q(t) defined in (27) is identically equal to the
expression:

Q(t) = qm TrR(1...m)

(

P
(m)
− (tI − L1)(q

2tI − L2)...(q
2(m−1)tI − Lm)

)

. (28)

Proof. Consider the following polynomial in m indeterminates ti:

Q̂(t1, . . . , tm) = qm TrR(1...m)

(

P
(m)
− (t1I − L1)(t2I − L2) . . . (tmI − Lm)

)

.
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By developing the product of linear factors in the above expression, we get a
sum with the typical term

qmσk(t1, . . . , tm)TrR(1...m)

(

P
(m)
− (−L1) . . . (−Lm−k)

)

,

where σk(t1, . . . , tm) are the elementary symmetric polynomials in t1, ..., tm:

σk(t1, . . . , tm) =
∑

1≤i1<···<ik≤m

ti1 . . . tik .

Here, we use an essential fact that the factors Li under the R-trace can be
“shifted” to the most possible left position. This means that the following iden-
tities hold

TrR(1...m)

(

P
(m)
− Ls1Ls2 . . . Lsk

)

= TrR(1...m)

(

P
(m)
− L1L2 . . . Lk

)

for any set of integers 1 ≤ s1 < s2 < · · · < sk ≤ m. Emphasize that this property
is specific for the RE algebra. It fails if the matrices Lk are defined via a braiding
F different from R (see footnote 5).

By using Proposition 1, we can present the polynomial Q̂ as follows

Q̂(t1, . . . , tm) =
m

∑

k=0

(−1)kq−m(m−k−1) kq!(m − k)q!
mq!

σm−k(t1, . . . , tm) ek(L).

(29)
Now, we take into account a result from q-combinatorics:

σk(t, q2t, ..., q2(k−1)t) = tkσk(1, q2, ..., q2(k−1)) = qk(m−1) mq!
kq!(m − k)q!

tk.

So, specializing tk = q2(k−1)t in the above expression (29) we precisely get the
formula (27). Therefore

Q(t) = Q̂(t, q2t, . . . , q2(m−1)t),

which proves the claim in virtue of the the definition of Q̂.

It is obvious, that formula (28) can be written as follows:

Q(t) = qm TrR(1...m)

(

P
(m)
− (tI − L)1(q

2tI − L)2 . . . (q2(m−1)tI − L)m

)

.

From this form of the characteristic polynomial (28) for the matrix L we can get
the characteristic polynomial for the matrix L̃.

Corollary 1. The characteristic polynomial Q̃(t) for the matrix L̃ is equal to

Q̃(t) = qm TrR(1...m)

(

P
(m)
−

m
∏

k=1

(

q2(k−1)
(

t − q−k+1(k − 1)q

)

I − L̃k

)

)

, (30)

where the factors are placed in ascending order in k from the left to right.
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Proof. The generating matrices L and L̃ are connected by a linear shift (17).
Introducing a new indeterminate

t̃ = t +
1

q − q−1
,

we obviously have tI −L = t̃I − L̃. Therefore, rewriting L and t in (28) in terms
of L̃ and t̃ we get the polynomial Q̃(t̃) with the property Q̃(L̃) = 0 (we return
to the notation t instead of t̃ at the end of transformations).

Note, that the value m in the above formulae is in general independent of
the parameter N = dimV except for the restriction m ≤ N . If a given Hecke
symmetry is a deformation of the usual flip (the Uq(sl(N)) Drinfeld-Jimbo
R-matrix as a well-known example), then its bi-rank is (N |0). By passing to
the limit q → 1 we get the following claim.

Corollary 2. Let M = ‖mj
i‖ be the generating matrix of the enveloping algebra

U(gl(N)), where mj
i 1 ≤ i, j ≤ N is the standard basis of gl(N). Then the

following polynomial is characteristic for this matrix

Q(t) = Tr(1...N)

(

P
(N)
− (tI − M1)((t − 1)I − M2)...((t − N + 1)I − MN )

)

,

where P
(N)
− is the usual skew-symmetrizer in V ⊗N , that is we have Q(M) = 0.

Emphasize that usually the characteristic polynomial for the matrix M is
constructed by means of the Capelli determinant.

Also, note that the claim of the Corollary 1 is valid for the generating matrix
of any modified RE algebra corresponding to a skew-invertible involutive sym-
metry R, provided R can be approximated by a family of Hecke symmetries.

Remark 2. Along with the characteristic polynomial for the generating matrix
of the enveloping algebra U(gl(N)) one usually exhibits a similar polynomial
for its transposed matrix M t (see [14]). In our setting the matrix M t should be
replaced by the generating matrix of the modified RE algebra defined by

R1L2R1L2 − L2R1L2R1 = R1L2 − L2R1. (31)

It is treated as the enveloping algebra of the algebra of right endomorphisms
of V . For the generating matrix of this algebra the characteristic polynomial is
similar to (28) but the R-trace should be defined via TrRL = Tr(BL) and all
the matrices Lk should be replaced by Lk where

Lm = Lm, Lk = R−1
k Lk+1Rk, 1 ≤ k ≤ m − 1.
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5 Braided Yangians

Let R(u, v) be a current quantum R-matrix. This means that it is subject to the
quantum Yang-Baxter equation

R12(u, v)R23(u,w)R12(v, w) = R23(v, w)R12(u,w)R23(u, v).

Consider an analog of the RTT algebra, associated with such an R-matrix defined
by the system

R(u, v)L1(u)L2(v) = L1(v)L2(u)R(u, v), (32)

where the matrix

L(u) =
∑

k≥0

L[k]u−k, L[k] = ‖lji [k]‖1≤i,j≤N , (33)

expands in a series in non-positive powers of the parameter.
Thus, the system (32), being rewritten via the generators lji [k], leads to an

infinite family of quadratic equations on the generators lji [k], whose number is
also infinite, but each equation is a polynomial in the generators.

The R-matrix R(u, v) we are dealing with are of two classes:

R(u, v) = R − a

u − v
I, R(u, v) = R − (q − q−1)u

u − v
. (34)

In the first formula in (34) R stands for a skew-invertible involutive symmetry,
whereas in the latter one R = R(q) is a skew-invertible Hecke symmetry. The fact
that these R-matrices meet the quantum Yang-Baxter equation can be verified
by a straightforward calculation [6]. The procedure of constructing such current
R-matrices via symmetries R is often called Yang-Baxterization.

Note that the Drinfeld’s Yangian corresponds to the famous Yang R-matrix,
which is defined via the first formula (34) with R = P .

Observe that the second current R-matrix in (34) is actually depending on
the ratio u/v of the parameters. There exists another (so-called trigonometrical)
form which can be obtained via the change of variables u 
→ qu, v 
→ qv. After
such a transformation the current R-matrix will depend on the difference u − v.
Below, we deal with the rational form (34) of the current R-matrix.

All Yangian-like algebras defined via (32) but with other current R-matrices
are called Yangians of RTT type.

The well-known examples of Yangians of RTT type are the so-called q-
Yangians (see [14]). In the lowest dimensional case such a q-Yangian is associated
with the following current R-matrix

R(u, v) = R − (q − q−1)u
u − v

I =

⎛

⎜

⎜

⎜

⎜

⎝

−qv+q−1u
u−v 0 0 0

0 (−q+q−1)v
u−v 1 0

0 1 (−q+q−1)u
u−v 0

0 0 0 −qv+q−1u
u−v

⎞

⎟

⎟

⎟

⎟

⎠

.

(35)
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Note that each Yangian of RTT type has a bi-algebra structure. On the
generators the corresponding coproduct is defined as follows

Δ(1) = 1 ⊗ 1, Δ(lji (u)) = lki (u) ⊗ ljk(u).

Now, consider the so-called evaluation morphism

T (u) → T +
T

u
.

This map induces a morphism of algebras, if R is a Hecke symmetry and the
matrices T and T meet the following relations

R T1 T2 = T1 T2 R, R T 1 T 2 = T 1 T 2 R, R T 1 T2 = T1 T 2 R.

Thus, the target algebra generated by the entries of the matrices T and T is a
couple of RTT algebras connected by the last relation.

Note that in the case of q-Yangians one usually imposes some additional
conditions on the matrix L[0].

In [6] we suggested another candidate for the role of the q-Yangian. Consider
an algebra generated by entries of a matrix L(u) subject to the relations

R(u, v)L1(u)RL1(v) − L1(v)RL1(u)R(u, v) = 0, (36)

where R is just the involutive or Hecke symmetry entering the current R-matrix
(34). Besides, in the expansion (33) we assume that L[0] = I. We denote this
algebra Y(R) and call it the braided Yangian.

Below, we use the notation similar to (22):

L1(u) = L1(u), Lk(u) = Rk−1Lk−1(u)R−1
k−1, k ≥ 2.

By using this notation, it is possible to cast the defining relations (36) in a form
similar to the Yangians of RTT type

R(u, v)L1(u)L2(v) − L1(v)L2(u)R(u, v) = 0.

The braided Yangian, corresponding to the R matrix (35) and its higher
dimensional analogs are called braided q-Yangian.

Let us mention some of properties of the braided Yangians. First of all, any
braided Yangian has a braided bi-algebra structure. The corresponding coprod-
uct is defined on the generators by the same formulae as in the Yangians of RTT
type but it is extended on the whole algebra via the braiding REnd(V ) in a way
similar to that in the RE algebra.

Another important property of the braided Yangians is that their evaluation
morphisms look like the classical one

L(u) → I +
M

u
. (37)

The target algebra generated by entries of the matrix M , is described by the
following claim proved in [6].
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Proposition 5. 1. If R is an involutive symmetry, then the map (37) defines
a surjective morphism Y(R) → L̃ (R). Besides, the map M 
→ L[1] defines
an injective morphism L̃ (R) → Y(R).

2. If R is a Hecke symmetry, then the map (37) defines a morphism Y(R) →
L (R).

Thus, the type of the target algebra depends on the type of the initial symme-
try R. This proposition enables us to construct a large representation category
of each braided Yangian. We describe it for the braided q-Yangian Y(R).

Consider the category of finite dimensional Uq(sl(N))-modules which are
deformations of the U(sl(N))-ones. Each of its objects can be endowed with
a structure of the L̃ (R)-module where R is coming from the QG Uq(sl(N)).
This fact follows from the method of constructing the category of L̃ (R)-module
as was done in [4]. Finally, by using the isomorphism (17) we can convert any
L̃ (R)-module into L (R)-one. Now, it remains to apply the above proposition.

One of the most remarkable properties of the Yangians of all types is that
analogs of some symmetric functions are well defined in these algebras. Also,
analogs of the Cayley-Hamilton-Newton identities are valid in these algebras.
Note that these identities can be presented in different form. Below, we exhibit
them in a form which differs from that of [6,7].

First, define analogs of powers Lk(u) and skew-powers L∧k(u) of the matrix
L(u), generating a braided Yangian:

Lk(u) := L(q−2(k−1)u)L(q−2(k−2)u) . . . L(u),
L∧k(u) := TrR(2...k)

(

P
(k)
− L1(u)L2(q

−2u) . . . Lk(q−2(k−1)u)
)

k ≥ 2,

where it is convenient to set by definition L0(u) = I and L∧1(u) = L(u).
Here, we would like to emphasize a difference between the braided Yangians

and these of RTT type. In the latter ones analogs of the matrix powers and
skew-powers can be also defined, but only in the braided Yangians analogs of
the matrix powers are defined via the usual matrix product of the generating
matrices (but with shifted parameters).

In the braided Yangians quantum analogs of the power sums and elementary
symmetric polynomials are respectively defined by

pk(u) = TrRLk(u) = TrRL(q−2(k−1)u)L(q−2(k−2)u) . . . L(u),

ek(u) = TrRL∧k(u) = TrR(1...k)

(
P

(k)
− L1(u)L2(q

−2u) . . . Lk(q
−2(k−1)u)

)
. (38)

Now, we are able to exhibit the Cayley-Hamilton-Newton identities in the
braided Yangians.

Proposition 6. The following matrix identities hold true for the generating
matrix of a braided Yangian

(−1)k+1kqL
∧k(u) =

k
∑

p=1

(−q)k−pLp(q−2(k−p)u)ek−p(u) ∀ k ≥ 1. (39)
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Proof. Can be done by the considerations similar to these from [6], namely,
by sequential use of the recurrent formula (13). However, first, we present the
skew-power L∧k(u) as follows

L∧k(u) = TrR(2...k)

(

L1(q
−2(k−1)u)L2(q

−2(k−2)u) . . . Lk(u)P(k)
−

)

.

Then we apply the method used in [6].
Note, that in the cited paper we got a different form of the Cayley-Hamilton-

Newton identities: the elementary symmetric functions appeared there on the left
of matrix powers of L and the matrix powers were defined by more complicated
expressions than those written above.

If the bi-rank of the Hecke symmetry R is (m|0) (in particular, for the braided
q-Yangian it is (N |0), i.e. m = N), then the highest nonzero skew-power is

L∧m(u) = qmem(u) I,

where em(u) is the highest nonzero elementary symmetric polynomial, which is
a quantum analog of the determinant.

Consequently, on setting in (39) k = m we get the Cayley-Hamilton identity

m
∑

p=0

(−q)pLm−p(q−2pu)ep(u) = 0.

By applying the R-trace to the identities (39), we get a family of the quantum
Newton identities

pk(u) − qpk−1(q
−2u)e1(u)+(−q)2pk−2(q

−4u)e2(u) + . . .

+(−q)k−1p1(q
−2(k−1)u)ek(u) + (−q)kkqek(u) = 0 ∀ k ≥ 1.

Emphasize that the quantum analog of the determinant em(u) is central in
the braided Yangian Y(R) for any symmetry R, whereas in the Yangians of
RTT type its centrality depends on R (see [6]). The other analogs of elementary
symmetric polynomials ek(u), 1 ≤ k ≤ m and power sums pk(u), k ≥ 1, commute
with each other and generate a commutative Bethe subalgebra. This is true also
for the Yangians of RTT type.

6 Shifted Braided q-Yangian and its q = 1 Limit

Let r(u, v) be a classical r-matrix, i.e. gl(N)-valued function in parameters u
and v (assumed to be rational), which meets the classical Yang-Baxter equation

[r12(u, v), r13(u,w)] + [r12(u, v), r23(v, w)] + [r13(u,w), r23(v, w)] = 0.

Suppose that the map

L(u) ⊗ L(v) 
→ {L1(u), L2(v)} = [r(u, v), L1(u) + L2(v)], (40)
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is skew-symmetric and consequently it defines a Poisson bracket. Also, suppose
that the matrix-function L(u) = ‖lji (u)‖ expands in a series (33). Thus, this
Poisson bracket, defined on the commutative algebra Sym(gl(N)[t−1]), can be
expressed via the coefficients L[k], k ≥ 0.

By using the standard R-matrix technique, it is easy to show that the ele-
ments TrLk(u) commute with each other with respect to this Poisson bracket:

{TrLk(u),TrLl(v)} = 0, ∀ k, l ≥ 0 (41)

for any values u and v.
The simplest non-constant example of an r-matrix is the following one

r(u, v) =
P

u − v
. (42)

The corresponding Poisson bracket is an important ingredient of the rational
Gaudin model and its quantization.

Let us emphasize that the elements TrLk(u) (or their R-counterparts) do not
commute any more in the enveloping algebra U(G) of the Lie algebra G defined
by formula (40) with the same r-matrix (42). Talalaev [17] succeeded in finding
a Bethe subalgebra in this enveloping algebra.

Now, consider the map

L(u) 
→
K

∑

k=1

Mk

u − uk
, (43)

where uk ∈ K are K fixed points, and the matrices Mk generate K copies of
the algebra U(gl(N)). This means that each matrix Mk generates the enveloping
algebras gl(N) and entries of any two matrices of this family commute with each
other. Then, the map (43) defines a Lie algebra morphism G → g = gl(N)⊕K

and consequently a morphism of the enveloping algebras of these Lie algebras.
In fact, the map (43) can be treated as an analog of the evaluation morphism

Y(gl(N)) → U(gl(N)), combined with the morphisms u 
→ u−uk and the usual
coproduct.

The image of the Bethe subalgebra in the algebra U(G) under the map
(43) is a Bethe subalgebra in the algebra U(g). Some quadratic elements of the
latter algebra play the role of the Hamiltonians of the rational Gaudin model.
Talalaev’s result gives rise to higher Hamiltonians of this model.

Let us emphasize that constructing a Bethe subalgebra in the algebra
U(G) was performed by Talalaev via using a Bethe subalgebra in the Yangian
Y (gl(N)). It is tempting to replace the r-matrix (42) by that corresponding to
R-matrix (35) and upon using the same method, to find a Bethe subalgebra in
the enveloping algebra of the corresponding Lie algebra.

Unfortunately, this method fails though a Bethe subalgebra in the q-Yangian
of RTT type exists and is known (see [6]). This failure is due to the fact that
in the q-Yangian of RTT type it is not possible to find elements of this Bethe
subalgebra which have a controllable expansion in the deformation parameter h.
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We claim that the Talalaev’s method is still valid in the braided q-Yangian.
Namely, below we exhibit elements of the Bethe subalgebra of this generalized
Yangian which has the necessary expansion property. This enables us to find a
Bethe subalgebra in the enveloping algebra U(Gtrig) of the Lie algebra Gtrig,
which arises (similarly to the rational case) from linear Poisson structure corre-
sponding to this braided q-Yangian (see [6]). Besides, an analog of the map (43)
can be also found and used for constructing a Bethe subalgebra in the algebra
U(g).

As claimed in [6,8], the quantum elementary symmetric polynomials ek(u)
defined by (38) commute with each other in the braided Yangians Y(R). Also,
we consider the following elements

êk(u) = TrR(1...m)

(

P
(m)
− L1(u)L2(q

−2u) . . . Lk(q−2(k−1)u)
)

,

which differ from ek(u) by a modification of the skew-symmetrizers and the
positions where the R-traces are applied. According to Proposition 1 any element
êk(u) differs from that ek(u) by a non-trivial (for a generic q) numerical factor.
Consequently, the elements êk(u) also commute with each other.

By using the relation

q−2∂uf(u) = f(q−2u)q−2∂u , where ∂u = u
d

du
,

we can present the elements êk(q−2u) as follows

êk(q−2u) = TrR(1...m)

(

P
(m)
− (q−2∂uL1(u))(q−2∂uL2(u)) . . . (q−2∂uLk(u))

)

q2k∂u .

(44)
Now, change the basis of the braided q-Yangian in a way similar to (17):

L(u) = (q − q−1)L̃(u) + I. (45)

Also, we put q2 = exp(h) and expand the elements ê(q−2u), expressed via the
matrix L̃, in h.

Since the factors entering formula (44) expand as

q−2∂uLp(u) = (1 − h∂u + o(h))(I + hL̃p(u) + o(h)) = I + h(L̃p(u) − I ∂u) + o(h),

we get the following expansion of the elements êk(q−2u)

êk(e
−hu) = TrR(1...m)

(
P

(m)
− (I+h(L̃1(u)−I ∂u)+o(h))...(I+h(L̃k(u)−I ∂u)+o(h))

)
(1+o(1)).

Also, note that L̃p(u) = L̃p(u) + o(1) for all p.
Following [17], consider the elements

τk(u) =
k

∑

p=0

(−1)k−p k!
p!(k − p)!

êp(u),

commuting with each other in the braided q-Yangian.
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We state that the expansion of the element τk(e−hu) begins with a term
proportional to hk. Thus, the elements h−kτk(e−hu) expand as follows

h−kτk(e−hu) = QHk(u) + o(h).

This entails that the elements QHk(u), k = 0, 1...,m commute with each
other in the algebra which is the limit of the braided q-Yangian as h → 0. Let
us compute the defining relations of the limit algebra. Being expressed via the
matrix L̃ the defining system of the braided q-Yangian is

(R − (q − q−1)u

u − v
I)L̃(u)1RL̃(v)1 − L̃(v)1RL̃(v)1(R − (q − q−1)u

u − v
I) = −[R,

uL̃1(u) − vL̃1(v)

u − v
].

Consequently, the defining relations of the limit algebra are

[L̃1(u), L̃2(v)] = [P,
uL̃1(u) − vL̃1(v)

u − v
] = [

P

u − v
, uL̃1(u) + vL̃2(v)]. (46)

We denote Gtrig the Lie algebra with the bracket, defined by the right hand
side of this formula. Thus, in the basis L̃(u) the braided q-Yangian turns into
the enveloping algebra U(Gtrig) of this Lie algebra as q → 1 (or h → 0).

Thus, similarly to [17] we have the following.

Proposition 7. The elements

QHk(u) = Tr(1...m)P
(m)
− (L̃1(u)−I∂u)(L̃2(u)−I∂u)...(L̃k(u)−I∂u)1, 1 ≥ k ≥ m

commute with each other in the algebra U(Gtrig).

Observe that here the trace and skew-symmetrizer are classical.
The commutative subalgebra generated by the elements QHk(u) in the alge-

bra U(Gtrig) is called the Bethe subalgebra.

Remark 3. Note that similarly to (17) the map (45) converts a quadratic algebra
in a quadratic-linear one. However, the defining relations of the limit algebra do
not depend on the concrete form of the Hecke symmetry R.

Now, describe an analog of the map (43).

Proposition 8. The map

L̃(u) 
→
K

∑

k=1

Mkuk

u − uk
,

where the family (M1, ...,MK) generates the Lie algebra g = gl(m)⊕K (in the
same sense as in (43)), defines a Lie algebra morphism Gtrig → g and conse-
quently, a morphism of the enveloping algebras of these Lie algebras.



128 D. Gurevich and P. Saponov

The corresponding version of an integrable model will be considered else-
where.

Let us point out two main differences of our result from that of [17]. First, our
∂u is the “multiplicative derivative”: u d

du . Second, the Lie algebra Gtrig cannot
be presented under the form (40). The Poisson structure, corresponding to this
Poisson bracket, is exhibited in [7]. Also, a comparative analysis of the Poisson
structures related to different types of the deformation Yangians is presented
there. Emphasize that the Poisson structures corresponding to the braided Yan-
gians do not also depend on the concrete form of the Hecke symmetry as well.
Up to a factor, it equals the right hand side of formula (46).

Completing the paper, emphasize once more that the Talalaev’s method is
still valid since we are dealing with the braided version of the Yangians.

Acknowledgments. D.G. is grateful to the Max Planck Institute for Mathematics
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scientific visit. The work of P.S. has been funded by the Russian Academic Excellence
Project ‘5-100’ and was also partially supported by the RFBR grant 16-01-00562. The
authors are also thankful to D.Talalaev for elucidating discussion.
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Abstract. In this survey chapter we discuss various approaches and
known results, concerning the following question: when is it possible to
find a commutative extension of a Poisson-commutative subalgebra in
C∞(X) (where X is a Poisson manifold) to a commutative subalgebra
in the deformation quantization of X, the algebra A (X). A case of par-
ticular interest, which we consider with certain detail is the situation,
when X = g∗ and the commutative subalgebra is constructed by the
argument shift method.

Keywords: Deformation quantization
Poisson commutative subalgefbras · (Quantum) integrable systems

1 Introduction

1.1 The Main Question

Let X be a Poisson manifold, i.e. a closed compact manifold with a fixed bivector
π ∈ Λ2TX, satisfying the relation

[π, π] = 0,

where [, ] is the Schouten bracket of polyvector fields. Equivalently, one can say,
that there is a Poisson bracket {f, g} = π(df, dg) on the algebra of smooth func-
tions on X, satisfying the Leibniz rule in both variables and the Jacobi identity.
An important particular case of Poisson manifolds is when π is a nondegenerate
bilinear form on T ∗X at all points. In this case its inverse ω = π−1 ∈ Λ2T ∗X is
a symplectic structure on X.

It is known, that every Poisson manifold allows deformation quantization,
i.e. that there exists an �-linear associative noncommutative ∗-product on
C∞(X)[[�]], given by formula

f ∗ g = fg +
�

2
{f, g} +

∞∑

k=2

�
nBn(f, g), (1)

c© Springer Nature Switzerland AG 2018
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where Bn, n ≥ 2 are certain differential operators in both variables (this is some-
times called bidifferential operators); we shall usually set B1(f, g) = 1

2{f, g}. For
example, one can take Bn from Kontsevich’s formula (see [3]):

Bn(f, g) =
∑

Γ∈Gn

wΓ BΓ (f, g),

where Γ ∈ Gn is certain set of graphs, BΓ is a differential operator, associated
with every graph, and π and wΓ is a weight, given by an integral over a configu-
ration space. Below we shall often abbreviate the algebra (C∞(X)[[�]], ∗) simply
to A (X). It is easy to see, that in case π = 0 this formula does not change the
product at all. On the other hand, if X = R

2n, π = ∂
∂p1

∧ ∂
∂q1

+ · · · + ∂
∂pn

∧ ∂
∂qn

(i.e. if the Poisson structure on R
2n is in effect constant and symplectic), then

the algebra A (X) is isomorphic to the Weyl algebra of (formal polynomial)
differential operators on R

2n.
Now the main problem, that we try to solve, is: given a commutative Poisson

subalgebra C ∈ C∞(X), is it possible to find a commutative algebra C in A (X),
quantizing C, i.e. such that there is a linear isomorphism f �→ f̂ ∈ C ⊆ A (X),
where

f̂ = f +
∑

n

�
nfn, fn ∈ C∞(X),

and f̂ ∗ ĝ = ĝ ∗ f̂ for all f, g ∈ C.
In many situations such commutative algebras have important applications.

For instance, in case of the constant symplectic structure on R
2n, we obtain com-

mutative subalgebras inside the Weyl algebras, whose structure is closely related
to such important problem as the Jacobian problem (see [1]). Commutative sub-
algebras in the rings of differential operators and their generalizations (e.g.in
universal enveloping algebras) have been extensively studied in many situations,
especially under the name of quantum integrable systems, see for instance [2].

Besides this, one can use the obstructions, that arise in the process of quanti-
zation as a method to distinguish different nonequivalent Poisson structures on
manifolds: these obstructions are invariants of the Poisson structure (under the
morphisms, preserving the commutative subalgebra), so if they vanish for one
Poisson structure and are nontrivial for another, it would mean that these two
structures cannot be identified by a Poisson morphism.

In this survey we shall give an account of the known results in this field,
as well as of the methods and ideas, used in the investigations. We try to make
our exposition self-contained, so that an interested reader will be (at least) given
references to the papers, in which the corresponding results have been published.

1.2 Argument Shift Method and Enveloping Algebras

One of the main subject of our interest is the commutative Poisson subalgebras,
generated by the argument shift method (principal details of this method are
explained in the Sect. 2.1). The advantage of these algebras is that the corre-
sponding construction is purely algebraic, so there are all chances that these
algebras can in fact be quantized.
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There are certain evidences, that it is in fact the case. First of all, if the
manifold X is given by a Lie algebra, i.e. in the original case, where the argu-
ment shift method first appeared, the deformed algebra is closely related to the
universal enveloping algebra of g, i.e. A (g) ∼= U(g)[[�]], as linear spaces where

U(g) = T⊗g/〈X ⊗ Y − Y ⊗ X − [X,Y ]〉.

The relation, loosely speaking, is determined by setting � = 1 in A (g), and using
the PBW theorem to identify U(g) with S(g) as linear spaces.

It has been a long standing problem to describe the commutative subalgebras
in the universal enveloping algebras. One of the first known results here are the
Harish-Chandra and Duflo isomorphism theorems, which identify the center of
U(g) with the Weil-invariant part of S(h) (here h is the Cartan subalgebra) and
with S(g)G (the AdG-invariants in S(g)) respectively.

These results were followed by the works of Vinberg and Tarasov in 1990s
(see [4,5]), in which other commutative subalgebras in the ubiversal envelop-
ing algebras were introduced. Namely, in the latter case it was shown that the
standard symmetrization map

S(g)  x1 . . . xk �→
∑

σ∈Sk

1
k!

xσ(1) · · · xσ(k) ∈ U(g),

where xi ∈ g and x · y denotes the product in U(g) for g = gln(C) sends the
Poisson commutative algebra of Mishchenko and Fomenko to a commutative
subalgebra of U(g).

Later these results were further generalized by various people, so that now
one knows that a somewhat similar statement holds for arbitrary semisimple
Lie algebra. Namely, in Rybnikov’s paper [6] the corresponding commutative
subalgebras were described. This construction, however, based on the active use
of the Kac algebras representation theory, is much less explicit. The existence of
the necessary commutative subalgebras follows from the description of the center
of the universal enveloping algebra of Kac algebra, U(ĝ) on critical level. It is
shown, that there exists a homomorphism from U(ĝ) to U(g), which maps this
center into a commutative subalgebra in U(g); moreover, one can choose certain
elements in the center Z(U(ĝ)), such that the leading terms of their images
in the enveloping algebra will coincide with the algebra of shifted invariants of
Mishchenko and Fomenko.

Unfortunately, this construction is very indirect in that the construction of
the corresponding central elements depends very much on the properties of the
representation category of U(ĝ) at the critical level and it is not always possible
to compute the explicit formulas for the corresponding elements. Some work in
that direction has been done with the help of the Yangians (see for instance
[2,7]), so that in many particular cases such formulas were eventually found.
However, it is still not clear, in what proportion can this theory be transfered
to non-semisimple algebras, e.g. on nilpotent algebras.
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1.3 Presentation and Organization of the Text

This text is divided into two main parts. The first of it is dedicated to the
description of the main properties of the argument shift method in Poisson alge-
bras and its generalizations, so that the algebraic properties of this construction
and its relation to the Nijenhuis operators are revealed. In Sect. 2.1, we describe
the canonical construction, that goes back to Manakov [8], Mishchenko and
Fomenko (see [9], though we use a somewhat more generic approach, so that it
would include not only Lie algebras, but more general Poisson manifolds). In
Sects. 2.2 and 2.3 a still more algebraic point of view is adapted, that relates
this construction with the classical notion of Nijenhujs operators (see also [10],
where a very close approach is used, known as the Lenard-Magri chains).

In the second part we describe the homological constructions that lurk
beyond the deformation quantization. We begin with the classical result of Kont-
sevich, his “formality theorem”, which relates the star-product with L∞-maps
between two given differential Lie algebras (Sect. 3.1). After this in Sect. 3.2 we
give a brief account of results by Garay and van Straten (see [13]), who gave
a convenient cohomological criterion for the quantizability of a commutative
subalgebra. The following two Sects. 3.3 and 3.4 describe similar constructions
from other authors (see [14,15]), which give homological obstruction for quan-
tization of commutative subalgebras and Poisson vector field actions; the latter
question is closely related to the problem we consider, since one can quantize
the commutative subalgebra of Hamiltonian vector fields, generated by the inte-
grable system as an approximation to the quantization of the system. In the last
section, Sect. 3.5 of this part we give few examples of applications of the methods
from previous sections.

Finally, in the Sect. 4 we give few remarks, concerning possible future inves-
tigations and pose several related problems, which can be of some value for the
main one. The work of G.S. was supported by the Russian Science Foundation
grant project No. 16-11-10069. The work of A.K. was supported by the Russian
Science Foundation grant project No.17-11-01303.

2 The Argument Shift Method and Nijenhuis Operators

2.1 Argument Shift on a Manifold

The argument shift method is a rather simple, purely algebraic and compara-
tively universal way to generate commutative subalgebras in the Lie algebras
of functions on a Poisson manifold X. It was first introduced by Manakov and
Mischenko, Fomenko in 1970s (see [8,9]) in the case when X = g∗: the main
result of their work is that for any two Ad∗

G-invariant functions f, g on g∗, and
any vector ξ in g∗, iterated directional derivatives of f and g will commute:

{
∂kf

∂ξk
,
∂lg

∂ξl

}
= 0,

for all k, l.
It turns out, that this construction can be easily generalized to a wide class

of manifolds. Namely, let (X,π) be a Poisson manifold; one says that a vector



134 G. Sharygin and A. Konyaev

field ξ ∈ V ect(X) is Nijenhuis field, if L2
ξπ = 0. In the terms of Schouten bracket

on X, this equality is equivalent to

[[π, ξ], ξ] = 0.

It turns out, that in this case the Lie derivative πξ of π is again a Poisson
bivector; we shall denote the bracket with respect to πξ by {, }ξ.

Let now f and g be two Casimir functions on (X,π) (i.e. the functions,
whose Hamilton vector fields with respect to π vanish identically; the set of such
functions is sometimes called “the center of the Poisson algebra” and denoted
Zπ(C∞(X))). Then one has a similar equation:

{Lk
ξ (f), Ll

ξ(g)} = 0,

for all k, l (here Lξ(f) denotes the pairing of vector field with a function, i.e. it is
just ξ(f)). The proof is rather simple; for instance, one can reason by induction:
we start with the equality {f, g} = 0, then, by differentiating it along ξ we obtain

{f, g}ξ = −{Lξ(f), g} − {f, Lξ(g)} = 0,

which holds, since both functions are Casimirs. Differentiating this equality along
ξ one more time and using the fact that ξ commutes with Lξπ, and hence it is
a differentiation of {, }ξ, we obtain

{Lξ(f), g}ξ + {f, Lξ(g)}ξ = 0.

Similarly, differentiating {Lξ(f), g} = 0 = {f, Lξ(g)}, we obtain

{Lξ(f), g}ξ = −{L2
ξ(f), g} − {Lξ(f), Lξ(g)} = −{Lξ(f), Lξ(g)},

{f, Lξ(g)}ξ = −{Lξ(f), Lξ(g)} − {f, L2
ξ(g)} = −{Lξ(f), Lξ(g)},

since f and g are Casimirs. Thus, we obtain

{Lξ(f), Lξ(g)} = {Lξ(f), g}ξ = {f, Lξ(g)}ξ = 0.

Repeating similar computations with these equations (and with {f, L2
ξ(g)} =

0 = {L2
ξ(f), g}), we obtain {L2

ξ(f), Lξ(g)} = 0 = {Lξ(f), L2
ξ(g)} and so on.

It is important to observe, that the relations that we obtain in this way do
not, in fact, depend on the Leibniz rule, verified by ξ and by the Poisson bracket.
Moreover, the first step of this reasoning (i.e. that {ξ(f), ξ(g)} = 0) can be proved
even if the right hand side of equation [[π, ξ], ξ] = 0 is a nontrivial bidifferential
operator P (f, g), with only one condition, that it should vanish for f, g from the
center of our Poisson algebra. For instance, one can take P (f, g) = {Q1(f), g}
or P (f, g) = Q2({f, g}), where Q1, Q2 are linear differential operators on X, or
even take P equal to a linear combination of such operators: they all vanish, if
both functions are Casimirs.

The algebraic properties of this construction allows one transfer it easily to
the quantized algebra. In fact, replacing the Poisson brackets in the relations
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above by the commutator in A (X), we see that it is enough to find an operator
ξ̂ on A (X) such that

ξ̂ = ξ + �ξ1 + . . . ,

which would verify the relation L2
ξ̂
([, ]) = 0 (where [, ] is the commutator of

elements with respect to the star-product). In this case the same reasoning will
yield the formula [ξ̂(f), ξ̂(g)] = 0 for any f, g from the center of A (X). Moreover,
it can be shown that there exists a straightforward way to obtain elements from
the center of A (X) from the center of Poisson algebra (see Sect. 3.1), so that
for f ∈ Zπ(C∞(X)), the corresponding element in A (X) will have the form
f̂ = f + �f1 + . . . . Thus the application of ξ̂ will yield us a quantization of the
algebra of shifted Casimirs.

2.2 Algebra Behind Argument Shift Method

In this section, we further explore the algebra behind the argument shift method.
As we explained above, this method originally works with Lie algebras, but it
can be generalized onto variety of cases rather easy.

Let V be a vector space (in general infinite dimensional). Consider the vector
spaces Ci of i-linear mappings V × · · · × V︸ ︷︷ ︸

i times

→ V . For the sake of simplicity we

assume that C0 is the original vector space. In case of finite dimensional vector
field Ci is just simply the space of tensors of type (1, i)

Consider now the graded vector space C = C0 ⊕ C1 ⊕ .... One can introduce
an algebraic structure on C by the following construction, very close to the
Gerstenhaber bracket (see Sect. 3.1). Namely, we obtain a multiplication as the
following combination of compositions: consider v ∈ Ci, w ∈ Cj ; then

v ◦ w =
i∑

k=1

v(..., w(...)︸ ︷︷ ︸
kth place

, ...).

What we do here, is basically we take v, substitute w into different places and
then take the sum of all the i + j − 1-linear operations we get. This operation
has an interesting property: let A(v, u, w) denote the associator of u, v, w with
respect to this operation, that is

A(v, w, u) = v ◦ (w ◦ u) − (v ◦ w) ◦ u.

The name is justified by the simple observation, that an operation ◦ is associative,
iff its associator vanishes identically. In our case it is not true, but the following
lemma holds

Lemma 1. For the operation ◦, introduced above the associator is left-
symmetric, that is the following identity

A(v, w, u) = A(w, v, u)

holds for arbitrary triple v, u, w.
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This lemma can be proved by a direct computation. The algebras, for which asso-
ciator has this property, are called left-symmetric algebras. So C, equipped with
◦ is left-symmetric algebra. An important property of left-symmetric algebras is
described by the following

Lemma 2. Let C be an arbitrary left-symmetric algebra with operation ◦. Then
[v, w] = v ◦ w − w ◦ v defines a Lie algebra structure on C.

It is easy to see that the only property one might need to check is the Jacobi iden-
tity. It turns out, that it follows from the left symmetry of the associator. That is
why such algebras are also sometimes called pre-Lie algebras. Note also, that C1

is closed under this commutator and is simply the Lie algebra of operators from
V → V with standard commutator. Clearly, this construction resembles that of
the Gerstenhaber bracket Lie algebra, but it differs from that one because there
is no sign rule holding for the grading here.

The pre-Lie algebra C, [ , ] is the main tool to define argument shift method.
We shall call argument shift triple the following three objects: V,R ∈ C1, B ∈ C2

together with the property [[B,R], R] = 0.

Example 1. In original argument shift method V is C∞(g∗) or S(g) with g being
Lie algebra. This space is infinite dimensional. Operator R is the derivative ∂a,
where a is an arbitrary element from g∗ and B is the standard Poisson Lie
bracket.

Example 2. In argument shift method version on a Poisson manifold X, one
should take V = C∞(X). This space in also infinite dimensional. Operator R is
the Nijenhuis vector field on this manifold and B is the Poisson bracket on this
manifold.

The following theorem provides the basis for argument shift method to be of
a use in different applications (it is a generalization of the reasoning from the
previous section).

Theorem 1. Consider an argument shift triple (V, B, R). Let f, g ∈ V be from
left and right kernels of B (this is a bilinear operation, not symmetric in general,
so the kernels may differ) respectively. Then for arbitrary integers m,n we have:

B(Rnf,Rmg) = 0.

The proof of this theorem requires some work in terms of properties of com-
mutator. In case B is skew-symmetric as in the Poisson case, the left and right
kernels coincide, so Rnf,Rmg commute with respect to B.

Note that there exists a similar generalization of the notion of Nijenhuis
tensor for arbitrary bilinear operation. Namely, we shall call Nijenhuis triple the
following three objects: vector space V , operator R ∈ C1 and a bilinear operation
B ∈ C2 such, that

[[B,R], R] = [B,R2], (2)

where R2 is square of operator, that is R ◦ R in our notions.
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It is remarkable, that a similar theorem holds for Nijenhuis triples:

Theorem 2. Consider Nijenhuis triple (V, B, R). Let f, g ∈ V be from left
and right kernels of B respectively (this bilinear operation is not symmetric in
general, so the kernels may differ). Then for arbitrary integers m,n we have:

B(Rnf,Rmg) = 0.

Again in Poisson case, the left and right kernels coincide, so Rnf,Rmg com-
mute with respect to B for arbitrary f, g in its center.

2.3 Algebraic Nijenhuis Operator and Argument Shift Method

Let us make few remarks, concerning the properties, which the the argument
shift method has in that particular case, when the triple we consider comes from
a Lie algebra.

More accurately, consider the following Nijenhuis triple (V, B, R), where V
is a finite-dimensional vector space, B is some commutator map [ , ], i.e. any
bilinear map which is skew-symmetric and satisfies Jacobi identity (so that V
possesses a Lie algebra structure) and R is a linear operator with the property,
discussed in Sect. 2.2. Note, that throughout this section [ , ] stands for a Lie
algebra structure on V , and not the one on C, which we discussed above.

The property (2) in our case can be written as follows:

R[Rx, y] + R[x,Ry] − R2[x, y] − [Rx,Ry] = 0,

where x, y ∈ V . Note, that it looks exactly the same as the definition of the
Nijenhuis torsion on a manifold, with brackets having different meaning.

It is a simple exercise to show, that any such operator R on a Lie algebra
can be easily extended to a left-invariant operator field on the corresponding Lie
group using left multiplication by group elements (the same way left-invariant
metrics are constructed from scalar products on Lie algebras). One readily sees
that this left-invariant operator field R has vanishing Nijenhuis torsion.

Algebraic Nijenhuis operators on V can be used to construct commutative
sets in S(V ). The method (which is a generalization of the construction in the
previous section) goes as follows. Let

[x, y]R = [Rx, y] + [x,Ry] − R[x, y].

It follows from (2) that this operation satisfies the Jacobi identity. Using this
operation one may rewrite the Nijenhuis property in the following way:

R([x, y]R) = [Rx,Ry]. (3)

This means that R can be interpreted as a homomorphism of Lie algebras (from
V with the usual Lie bracket to the same space, but with the bracket [ , ]R). One
can extend the homomorphism R to a homomorphism of algebras S(V ) → S(V ),
intertwining the Lie-Poisson brackets introduced above.
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Observe now that if R satisfies Nijenhuis identity, then 1 + λR, where λ is a
real parameter, also satisfies this identity.

Let us use the following notation:

[x, y]λ = [x, y]R − λ[x, y].

If we set Rλ = R − λE then we have the following identity, generalizing the
Eq. (3):

Rλ([x, y]λ) = [Rλx,Rλy].

This linear family of Lie structures determines a linear family of Poisson struc-
tures (Poisson pencil) { , }λ. Note, that in general there is no Nijenhuis triple
here, as operator R itself is not extendable (or at least there exists no evident
way to do so) to a differential operator on S(V ) so that Nijenhuis property is
preserved. It is an interesting question: if a triple, associated with such pencil
exists or not?

The following theorem is an analog of the argument shift method in the case
we describe here.

Theorem 3. Denote by V λ the set of Casimir functions of {, }λ. Then the union
of V λ for all λ not in spectrum of the operator R (the original one) is commu-
tative with respect to the entire pencil.

Example 3. Let V be gl(n) and R(X) = AX for a fixed matrix A, that is R is the
operator of left multiplication by A. Then this is a Nijenhuis triple. The Poisson
commutative subalgebra that one gets using the previous theorem coincides with
the subalgebra, generated by argument shift method. Note, that this is the pencil,
studied by Manakov in his oiriginal work on argument shift method.

Example 4. Let V be so(n) and R(X) = AX + XA, where A is symmetric
matrix. This is not Nijenhuis triple, but the Poisson pencil generated by this
operator is the same as in previous example. However although so(n) is not
invariant under left multiplication by A, the functions obtained in this way are
commutative as functions on this algebra.

On the other hand, it turns out that for every argument shift method triple
on S(V ) one can associate an algebraic Neijenhuis triple in the following way.
Consider the direct sum V 2 = V ⊕V , and introduce the Lie algebra on it so that
the first copy of V is given by the usual Lie algebra structure and the second
copy of V is in the center. That is we consider a central extension of the original
Lie algebra.

Denote by ei and fj the basis in both components. We introduce the operator
R on V 2 by setting R(ei) = fi, R(fi) = 0. It is easy to check that NR = 0. This
gives us a Nijenhuis triple on V 2. To get argument shift method subalgebra one
needs to use the natural projection S(V ⊕ V ) → S(V ) called the evaluation
morphism, i.e. it is given by substituting instead of fi the numbers ai.



Survey of the Deformation Quantization of Commutative Families 139

3 Cohomological Constructions

3.1 Hochschild Cohomology and Kontsevich Formality Theorem

After Kontsevich formality theorem was proved, one of the main ideas of the
deformation theory is to exploit its relation with Hochschild (co)homology; of
course, this relation has been known before, but its importance manifested itself
best of all in Kontsevich’s result. Let us begin with a brief account of the corre-
sponding construction.

Let A be an associative algebra, e.g. A = C∞(M) for a smooth manifold M .
Then the Hochschild cohomology complex of A is equal to the direct sum

C∗(A) =
⊕

n≥0

Hom(A⊗n, A),

with its natural grading and with the differential given by

δ(ψ)(a1, a2, . . . , ap+1) = a1ψ(a2, . . . , ap+1) +
p∑

k=1

ψ(a1, . . . , akak+1, . . . , ap+1)

+ (−1)p+1ψ(a1, a2, . . . , ap)ap+1.

It is easy to see that the square of this map is equal to 0; the corresponding
cohomology is called Hochschild cohomology of A. This object has numerous
applications in various branches of Mathematics; one of the reasons of this is that
the complex (and cohomology) has various algebraic atructures. The structure,
which we shall now be interested in is the following: for ϕ ∈ Cp(A), ψ ∈ Cq(A)
and 1 ≤ i ≤ p put

ϕ ◦i ψ(a1, . . . , ap+q−1) = ϕ(a1, . . . , ai−1, ψ(ai, . . . , ai+q−1), ai+q, . . . , ap+q−1).

Then one can define the Gerstenhaber bracket [ϕ,ψ] by the formula:

[ϕ,ψ] =
p∑

i=1

(−1)i(q−1)ϕ ◦i ψ − (−1)(p−1)(q−1)

q∑

j=1

(−1)j(p−1)ψ ◦j ϕ.

One can show that this map turns the Hochschild complex into a differential
graded Lie algebra (with shifted grading, given by |ϕ| = p − 1 for ϕ ∈ Cp(A);
this is, certainly, similar to the Lie algebra structure, introduced in the Sect. 2.2,
however, these two structures are different, since Gerstenhaber bracket is graded,
and the other one is not). We shall also make use of another algebraic structure
on the Hochschild complex: for any ϕ,ψ ∈ C∗(A) one can define their ∪-product
ϕ ∪ ψ by the formula

ϕ ∪ ψ(a1, . . . , ap+q) = ϕ(a1, . . . , ap)ψ(ap+1, . . . , ap+q).

This product turns C∗(A) into a graded differential algebra.
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The main motivation for the introduction of Gerstenhaber bracket in the
context of deformation theory is the following remark: Consider a deformation
∗ of the product in an algebra A given by a formal power series (see formula
(1)). Let B =

∑
n �

nBn; we can regard this sum as an element in the space of
formal series in � with coefficients in C2(A). Then the product is associative iff
the following equality holds

δB +
1
2
[B,B] = 0.

Here we extend the homological operations to C∗(A)[[�]] linearly in �. This
equation is called Maurer-Cartan equation and the element B, verifying it is
called Maurer-Cartan element.

This construction can be applied to any associative algebra A, but we shall
be interested in the case A = C∞(M). This algebra being infinite-dimensional
and topological, its Hochschild cohomology as stated above, cannot be computed
in a general case. Therefore one usually considers a somewhat restricted version
of this complex: put

C∗
loc(C

∞(M)) =
⊕

n

Pn(M),

where Pn(M) is the space of polydifferential operators of n variables on M , i.e.
D ∈ Pn(M) is a linear map D : C∞(M)⊗n → C∞(M), which is a differential
operator in every argument. Below we shall deal exclusively with this sort of
Hochschild complex, so we shall usually omit the subscript loc.

In this case one can effectively compute the cohomology (see for instance [11]):

Theorem 4 (Hochschild-Kostant-Rosenberg theorem). (Local) Hochschild

cohomology of the smooth functions on a manifold is isomorphic to the space
of polyvector fields D∗(M) (sections of the exterior powers of tangent bundle);
this isomorphism is induced by a linear map χM : D∗(M) → P ∗(M), called the
Hochschild-Kostant-Rosenberg map. Moreover, the Lie algebra structure on
cohomology (induced from Gerstenhaber bracket) coincides with the structure,
given by Schouten bracket. Similarly, the cup-product on Hochschild complex
induces the usual wedge-product of polyvector fields.

Recall that Schouten bracket is the unique bilinear and graded skew sym-
metric map on polyvector fields, which verifies the Leibniz rule with respect to
the exterior product and coincides with the commutator on vector fields.

Thus we have two differential Lie algebras, P∗(M) = (C∗(C∞(M)), δ, [, ])
and D∗(M) = (D∗(M), 0, [, ]) (here [, ] denotes Gerstenhaber and Schouten
bracket, respectively). The main result of Kontsevich can be formulated, loosely
speaking, as follows: there exists a map from D∗(M) to P∗(M), which is
almost homomorphism. It should be remarked here that the Hochschild-Kostant-
Rosenberg map χM does not commute with the brackets, but Kontsevich shows
that there exists a consistent way to choose all higher homotopies, connecting
this map with a genuine homomorphism of Lie algebras.
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More accurately, one says that there is L∞-map between two DG Lie algbras,
U : P → Q, if there is a collection of linear maps Un : ΛnP → Q of degree
1 − n each, verifying the following set of relations

∂Un+1(a1, . . . , an+1)

=
∑

1≤i<j≤n+1

(−1)ε(i,j)Un([ai, aj ], a1, . . . , âi, . . . , âj , . . . , an+1)

+
∑

p+q=n+1

∑

σ∈Sh(p,q)

(−1)σ[Up(aσ(1), . . . , aσ(p)), Uq(aσ(p+1), . . . , aσ(n+1))].

In particular, every L∞-map induces a homomorphism of cohomology Lie alge-
bras. One can show, that the L∞-map, which induces an isomorphism in coho-
mology is always invertible (up to homotopy) as L∞-map. One can also show,
that every Maurer-Cartan element π in P induces with the help of an L∞-map U
a Maurer-Cartan element U(π) in Q, provided the folowing series is convergent

U(π) =
∞∑

n=1

1
n!

Un(π, . . . , π).

Kontsevich gives an explicit formula for the higher terms Un for such a map, so
that one can take U1 = χM ; in the case we consider the convergence is provided
by the growing degree of � in the formula.

In addition to the role this quasi-isomorphism plays in the construction of
the star-product, it can be used to transfer certain elements from classical to
quantized algebra. For instance, it is not difficult to see that the formula

f̂ =
∞∑

n=0

�
n

n!
Un+1(f, π, . . . , π)

for any f ∈ Zπ(C∞(X)) determines an element in the center of A (X). This
approach was used, for instance, by Calaque and van den Bergh in the paper
[12], in their proof of Duflo isomorphism and its generalizations.

3.2 Garay-Van Straten Cohomology and Obstruction Theory

One of the first attempts to apply the cohomological methods to the question of
deformation quantization of commutative subalgebras is in the paper [13]. Let
us briefly recall the main constructions from this paper.

Let f1, . . . , fn be a finite family of commuting (complex-valued) functions on
a Poisson manifold; here commutativity is understood in the sense of Poisson
bracket. We try to find the corresponding commutative (in the usual sense)
family of elements F1, . . . , Fn ∈ C∞(M)[[�]], so that Fi ≡ fi mod (�); More
accurately, we assume that Fi has the following form

Fi = fi +
∑

p

�
pfi,p,
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where fi,p ∈ C∞(M), i = 1, . . . , n, p ∈ N are chosen so that the equations
[Fi, Fj ] = 0 hold for all i and j.

We shall construct the elements fi,p by induction in p, starting with fi.0 = fi.
Let’s begin with the first step:

[fi + �fi,1, fj + �fj,1] = �{fi, fj} + �
2
(
B̄2(fi, fj) + {fi, fj,1} + {fi,1, fj}

)
+ . . .

(we omit the commutators with respect to the commutative multiplication, which
is clearly equal to 0); here B̄2 denotes the antisymmetrization of the map B2 in
the deformation series and the dots in the end stand for the terms of degree 3
and higher in �. Since fi, fj were assumed to be commutative, we come up with
a system of PDE, which should hold, if the commutators of Fi and Fj vanish in
degrees 1 and 2 (in �):

{fi, fj,1} + {fi,1, fj} = −B̄2(fi, fj). (4)

Similarly, if we assume, that we have found fi,1, i = 1, . . . , n, so that the equa-
tions above hold, we can write down the equations for the next step:

[fi + �fi,1 + �
2fi,2,fj + �fj,1 + �

2fj,2] = �
3
(
B̄3(fi, fj) + B̄2(fi, fj,1)

+ B̄2(fi,1, fj) + {fi,1, fj,1} + {fi, fj,2} + {fi,2, fj}
)

+ . . .

Here we have used the fact, that all the terms with lower degrees cancel by our
assumption (once again, dots in the end denote the sum of terms with higher
degrees). Thus, the commutator vanishes in degree 3 iff the following equation
holds:

{fi, fj,2} + {fi,2, fj} = −(B̄3(fi, fj) + B̄2(fi, fj,1) + B̄2(fi,1, fj)). (5)

One can continue in this manner, obtaining an infinite series of systems of PDEs,
so that fi,n will be solutions to these systems. In the paper [13] these equations
were described in cohomological terms as follows.

Consider the following complex, which is called “Koszul complex” in the
cited paper and denoted C·

f : let f1, f2, . . . , fn be the Poisson-commuting system
of functions in C∞(M), we put

C·
f = C∞(M) ⊗ Λ·(Cn)

as (graded) linear spaces. Let e1, . . . , en be the canonical basis in C
n, then the

differential in C·
f is given by the formula

δ(m ⊗ ω) =
n∑

i=1

{fi,m} ⊗ ei ∧ ω.

Here m ∈ C∞(M) and ω ∈ Λ·(Cn). It is easy to see that δ2 = 0 (it follows
from the Jacobi identity). Now, let the right hand sides of Eqs. (4) and (5) etc.
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be denoted by χk
ij (here i, j denote the indices of the functions involved, and k

is the number of the step). Then one can define the k-th anomaly class of the
problem as the class in the second cohomology of C·

f , determined by the cocycle

χk =
∑

i,j

χk
ij ⊗ ei ∧ ej

(the fact that it is closed also follows from the Jacobi identity). The following
theorem is proved in the cited paper.

Theorem 5. Let F
(k)
i = fi + �fi,1 + · · · + �

kfi,k be some extensions of fi (i =
1, . . . , n), for which the equalities [F (k)

i , F
(k)
j ] = 0 hold up to the degree k. Then

one can extend them to extensions F
(k+1)
i so that [F (k+1)

i , F
(k+1)
j ] = 0 up to

�
k+1 iff the corresponding anomaly class [χk] = 0 in H2(C·

f , δ).

In general, however, these cohomology groups (and in particular, classes [χk])
are hard to compute. Moreover, the computation depend on the choice of the
generators f1, . . . , fn in a Poisson-commutative algebra.

Another important result of the paper [13] is the following criterion, provid-
ing a simpler way to resolve the question of quantization in a particular case
when X = R

2n and we restrict our attention to the polynomial complex-valued
functions on it, π =

∑n
k=1

∂
∂pk

∧ ∂
∂qk

and the commutative family consists of
n polynomials with an additional condition, that C[p1, . . . , pn, q1, . . . , qn] is flat
module over the free commutative algebra, generated by f1, . . . , fn.

In order to explain this criterion consider the action of the polynomial algebra
C[t1, . . . , tn] on the complex C·

f , given by the formula ti(m ⊗ ω) = (fim) ⊗ ω.
Clearly, this action commutes with the differential, so we obtain the structure of a
(graded) C[t1, . . . , tn]-module on the cohomology H∗(C·

f , δ). Then the following
statement is the main result of [13].

Theorem 6. If the module H2(C·
f , δ) is torsion-free, then all the anomaly

classes vanish and there exists a deformation quantization of the integrable sys-
tem f1, . . . , fn.

3.3 Relative Hochschild Cohomology and Relative Poisson
Cohomology

A construction, slightly more invariant than that of Garay and van Straten was
given in the paper [14]. Let us briefly explain it here.

It begins with the observation, that instead of looking for the continuation
of functions in C∞(M), which commute with respect to the Poisson bracket,
one can look for such deformation series

∑∞
n=1 �

nBn(f, g) that will vanish iden-
tically for all f, g in the commutative subalgebra. Since all the star-products,
corresponding to the same Poisson brackets are equivalent, we can now look for
the corresponding “gauge transformation” T (f) = f + �T1(f) + �

2T2(f) + . . . ,
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where Tk are suitable differential operators on M such that the corresponding
star-product

f ∗′ g = T−1(T (f) ∗ T (g)) (6)

will coincide with the usual commutative product on the subalgebra C ⊆
C∞(M), i.e. such that

f ∗ g = fg, ∀ f, g ∈ C. (7)

Once again this is done by an inductive process beginning with T1: we rewrite
the equalities (6) and (7) as T (fg) = T (f) ∗ T (g) for all f, g ∈ C, then in degree
1 we have

fT1(g) − T1(fg) + T1(f)g = 0

that is δT1(f, g) = 0 for all f.g ∈ C (the right hand side vanishes identically
since {f, g} = 0 for f, g ∈ C). Observe, that this equation can hold only when
the arguments of δT1 are taken from C and not always. At the next step we get
(for all functions from C)

δT2 = T1 ∪ T1 + [B1, T1],

where on the right hand side we use the notation from previous section. We can
continue in this manner: assume that T1, . . . , Tn−1 has been chosen so that the
corresponding ∗′-product f ∗′ g vanishes up to degree n−1 in � when f and g are
from C. We may now fix the corresponding lower-degree part of the transformed
star-product ∗′, i.e. B′

1, . . . , B
′
n−1 such that B′

k(f, g) = 0 for all f, g ∈ C and
look for Tn, such that the “gauge transformation” T (f) = f +�

nTn(f)+o(�n+1)
will take ∗′ to a product ∗′′ in which B′′

n(f, g) = 0 for all f, g ∈ C. This will give
us the following condition:

δTn = B′
n + [B1, Tn−1]. (8)

Let us denote the right hand side of this equality by ωn; then the condition
we have means, that this Hochschild cochain in C2(C,C∞(M)) ⊆ C2(C∞(M))
is equal to 0 (here C∗(C,C∞(M)) denotes the Hochschild complex of C with
coefficients in C∞(M) as in C-bimodule; the definition is identical to the one,
given in Sect. 3.1, except that now we allow the maps take values in a larger
algebra C∞(M) rather than in C). This brings us to the following conclusion.

Proposition 1. There exists a “gauge transformation” T (f), such that the
new product will coincide with the usual one on C iff all the classes [ωn] ∈
H2(C,C∞(M)) vanish.

This construction is rather cumbersome, since in general the relative Hochschild
cohomolgy is rather big and difficult to compute. A particular case, when these
cohomology groups can be found in more or less explicit terms is given by the
following construction.

Let X be a smooth manifold, endowed with trivial Poisson structure. Let
p : M → X be a map of Poisson manifolds, i.e. which intertwines the Poisson
structures. Put C = p∗(C∞(C)) ⊆ C∞(M); then C is a commutative Poisson
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subalgebra in C∞(M). Also assume, that p is a locally trivial fibre bundle. Than
we can consider the subbundle T vert(Mp) ⊂ TM , consisting of those vectors in
TM , which project to 0 by p. Taking quotient of TM by this subbundle, we
obtain the “horizontal” bundle of p, denoted by ThorMp. Then we have the fol-
lowing theorem, which one can call “the relative Hochschild Kostant Rosenberg
theorem”.

Theorem 7. The relative Hochschild cohomolgy H∗(C,C∞(M)) of the algebra
C = p∗(C∞(X)) with coefficients in C-bimodule C∞(M) is equal to the algebra
of horizontal polyvector fields on M , i.e. to the algebra Λ∗(ThorMp) of sections
of the exterior powers of ThorMp.

With this theorem in mind we can make the following observation, which relates
the obstructions from this section to Garay and van Straten’s results. Namely,
suppose that X = R

n (in effect, this is always so at least locally, so this con-
struction is applicable in a wider range of cases). Then one can perform explicit
computations of the relative Hochschild cohomology, using the Koszul complex
as a free C-bimodule resolution of C∞(M) (or use the results of the relative
HKR theorem and choose a cross-section of p to trivialize the bundle ThorMp)
and see that H∗(C,C∞(M)) is isomorphic (as graded space) to the Garay and
van Straten complex.

On the other hand, one can see that Gerstenhaber bracket with the Poisson
bivector π induces a chain map on the Hochschild complex C∗(C,C∞(M)) and
so it induces a map in cohomology, given by Schouten bracket of a horizontal
polyvector field with Poisson bivector: it is easy to see that this bracket sends
vertical fields to vertical, so it induces a map on Λ∗(ThorMp). Since [π, π] = 0,
square of this map is equal to 0. In general, recall that Schouten bracket with a
Poisson bivector induces a differential on the space of polyvector fields on a Pois-
son manifold M , called the Lichnerowicz-Poisson differential; the corresponding
cohomology is called “Poisson cohomology” of M . If the Poisson structure is
non-degenerate (i.e. if M is in effect a symplectic manifold), this cohomology
is isomorphic to the usual de Rham cohomology of M . In our case we obtain
a “relative” variant of this cohomology, which we shall denote HP ∗(M,p). It
is easy to show, that the relative Poisson differential is equal to the Garay and
van Straten differential under the identification we described above, so Garay
and van Straten cohomology is equal to the (particular case of) relative Poisson
cohomology.

Finally, let us observe, that Eq. (8) determine Tn up to an addition of a
Hochschild cocycle, so that we can modify Tn, if necessary, on the next step. Then
the equation on the next step can in turn be reinterpreted as the condition that
Bn is equal to Poisson coboundary of Tn−1 (up to the Hochschild coboundary).
Thus we obtain the following result

Proposition 2. There exists a deformation quantization, which preserves the
commutativity of C if the classes [Bn] (iteratively constructed) in relative Poisson
cohomology are trivial.
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Clearly, in case X = R
n, this is precisely the condition of Garay and van

Straten.

3.4 Vector Fields and Lie Algebra Cohomology

One can apply the ideas and methods developed in previous sections to the
following problem (a generalization of the question we study in this survey):
is it possible to raise an action of Lie algebra from C∞(M) to its deformation
A (M) = (C∞(M)[[�]], ∗). This has been done in the paper [15], here we give
the outline of its results.

More accurately, let g be a finite-dimensional Lie algebra, acting by vector
fields on M , i.e. there is a map ρ : g → V ect(M), verifying the condition

[ρ(X), ρ(Y )] = ρ([X,Y ]).

We are looking for a map ρ̂ : g → Der(A (M)), such that

ρ̂(X) = ρ(X) + �ρ1(X) + ...

Here as before dots in the end denote the terms with �
k, k ≥ 2. We also ask for

the condition
[ρ̂(X), ρ̂(Y )] = ρ̂([X,Y ]).

One can try to solve this problem as before by iterations.
For instance, if the algebra is 1-dimensional, we just need to find an extension

ξ̂ = ξ + �ξ1 + . . .

of a vector field ξ on M to a differentiation ξ̂ of A (M). The first step of the
iterative process gives us the relation

δ(ξ1) = [B1, ξ].

Now, on the right hand side we have the Hochschild 2-cochain, determined by
the bivector field, equal to the Schouten bracket [π, ξ], i.e. this map is skew-
symmetric with respect to the arguments, while on the left we have a symmetric
map (since the algebra C∞(M) is commutative). Thus we conclude that both
sides are trivial and in particular ξ is a Poisson field, i.e. such a field that Lξπ = 0.

Further analysis shows that the generic equation at the n-th step has form

δξn =
∑

p+q=n

[Bp, ξq]. (9)

Thus the necessary and sufficient condition for the existence of ξn is that the
right hand side of this formula determines a trivial class in the second Hochschild
cohomology.

Besides this, similarly to the discussion of the previous section, we observe,
that the first term in the expression on the right hand side of Eq. (9), which is
equal to the Gerstenhaber bracket [B1, ξn−1], will change by an element, equal
to the Poisson differential, if we change ξn−1, so that the similar equality on the
previous step is not broken. Thus, we come up with the following statement.
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Proposition 3. There exists a derivative ξ̂ ∈ Der(A (M)), extending the given
Poisson vector field ξ, if the cocycles

∑
p+q=n[Bp, ξq] determine trivial elements

in the Poisson cohomology of M .

One should be a little careful here: in effect, the question, answered by this
construction, is whether it is possible to extend the given Poisson field all the
way up to a derivation by (probably) changing at every step only the last chosen
extension. Of course, there could exist much more intricate ways to go from a
field to the derivation. In paticular, it is easy to see that if we use Kontsevich’s
formality map to define the star-product, then we can use it to determine such
extension for any ξ: just put

ξ̂ =
∑

n≥0

�
n

n!
Un+1(ξ, π, . . . , π),

where on the right hand side we have the bivector π repeated n times (compare
this formula with the formula for central elements in the end of Sect. 3.1). Then
it is easy to see, using the definition of the L∞-map that ξ̂ is a differentiation of
the ∗-product.

However, this method fails, if we apply it to a Lie algebra g of dimension
greater than 1 (acting on M by Poisson vector fields). It is easy to see that if we
let ρ̂ be given by

ρ̂(ξ) =
∑

n≥0

�
n

n!
Un+1(ρ(ξ), π, . . . , π),

then we shall have

[ρ̂(ξ), ρ̂(η)] − ρ̂([ξ, η]) = Ad

⎛

⎝
∑

n≥0

�
n

n!
Un+2(ρ(ξ), ρ(η), π, . . . , π)

⎞

⎠ .

If we denote the composition of the map on the right with the natural projec-
tion onto the commutatnt space T (M) = A (M)/[A (M),A (M)] (the universal
trace on A (M)) by Φ(ξ, η), then it will give us a 2-cocycle on g with values in
T (M). The corresponding cohomology class [Φ] ∈ H2(g,T (M)) vanish, if there
exists a homotopic L∞-map U ′, for which the right hand side of the last formula
will vanish.

Alternatively, one can try to construct the map ρ̂ again by iterations. This will
give us a series of elements in the 2-dimensional cohomology of g with values in
the Poisson cohomology complex of the manifold. More accurately, these classes
lie in the cohomology of truncated double complex C̃∗(g, CP ∗(M)) given by

C̃∗(g, CP ∗(M)) =
⊕

p+q=n,p,q>0

Cp(g, CP q(M)),

where CP ∗(M) is the Lichnerowicz Poisson cohomology complex of M . These
classes should vanish, if there exists an extension of ρ to a representation on the
quantized algebra. Some details can be found in [15].
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3.5 Examples

Let us give few examples of integrable systems and their quantization. We are
going to use the methods and ideas from the previous sections.

Our main interest is applications to the universal enveloping algebra. Namely,
let g be a Lie algebra, g∗ its dual space. Clearly the algebra S(g) can be regarded
as the algebra of (polynomial) functions on g∗; then the Lie bracket on g can be
interpreted as the Poisson structure on this algebra. It has been shown (see e.g.
[3]) that the deformation quantization of S(g∗) is closely related to the universal
enveloping algebra of g. Thus, if the deformation problem for a commutative
system in S(g∗) can be solved, in the end we shall find a commutative subalgebra
inside U(g).

Example 5. Let g = so(3), i.e. this is a 3-dimensional algebra with basis
e1, e2, e3 and relations

[ei, ej ] = εijkek.

We shall denote the generators of S(g), corresponding to the elements ei by x, y
and z, then the Poisson bracket in S(g) = R[x, y, z] is given by the relations

{x, y} = z, {y, z} = x, {z, x} = y,

or
π = x∂y ∧ ∂z + y∂z ∧ ∂x + z∂x ∧ ∂y,

where ∂x, ∂y, ∂z are the partial derivatives with respect to x, y and z (below we
shall denote ∂x = ∂1 etc.).

Let us consider the following pair of Poisson commuting elements in this
algebra: f = x2 + y2, g = z; indeed

{f, g} = 2x{x, z} + 2y{y, z} = −2xy + 2xy = 0.

In order to quantize this pair let us look at the first obstruction of Garay and
van Straten: we are looking for f1 and g1 so that

{f, g1} + {f1, g} = −B̄2(f, g).

An easy computation, using the formula:

B2(f, g) =
1
4
πijπkl∂i∂k(f)∂j∂l(g) +

1
6
πij∂jπ

kl(∂i∂k(f)∂l(g) − ∂k(f)∂i∂l(g)),

shows that the first obstruction vanishes identicaly on g (in effect, this bidif-
ferential operator is symmetric, so its’ antisymmetrization vanishes identically;
also observe that this expression differs a little bit from Kontsevich’s formula,
but one can easily show that the cohomology class does not change, since all
star product associated with the same Poisson structure are equivalent). Thus,
we can take f1 = g1 = 0 in our deformation.

Further, a straightforward analysis of Kontsevich’s formula shows, that in
the case of linear bivector π (which is true in the case of Lie algebra) all the
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higher degree elements Bk, k ≥ 3 are differential operators of degree at least 4
(the only graph, corresponding to the operator of degree 3 in the expression for
B3, comes with trivial coefficient), so B̄k(f, g) = 0 for all k. So we can take all
fk = gk = 0 for all k. This means, that

f ∗ g = g ∗ f

for Kontsevich’s quantization, and no correction terms are necessary in this case.
Also observe, that this reasoning goes word by word for any Lie algebra and any
pair of commuting functions that are polynomials of degrees 2 and 1 on it.

It is instructive however to take a look at the Garay and van Straten coho-
mology in this case. Namely, we are interested in the second cohomology group
H2(Cf , δ). Since there are only two commuting functions, δ = 0 on the second
degree part of the complex. On the other hand,

δ(a ⊗ e1 + b ⊗ e2) = ({g, b} − {f, a}) ⊗ e1 ∧ e2.

An easy computation with bivector π shows that

{g, b} = (x∂y − y∂x)(b)

and
{f, a} = 2z(x∂y − y∂x)(a).

If we introduce the cylindrical coordinates r, ϕ, z on R
3 so that z coincides with

the usual z coordinate, x = r cos ϕ, y = r sinϕ then we have

δ(a ⊗ e1 + b ⊗ e2) = (∂ϕb − 2z∂ϕa) ⊗ e1 ∧ e2.

Thus, Im(δ) = Im(∂ϕ). If we consider the Fourier decomposition with respect to
ϕ (and functions, which have such decomposition are dense in C∞(R3)) we shall
see that

H2(C2, δ) ∼= C∞(R3)/Im(∂ϕ) = C∞(R3)S1
,

where on the right we have the space of all functions, invariant with respect to
the rotations of R

3 around the Oz axis.
Finally, we observe, that the C[t1, t2] module structure on C∞(R3)S1

is
induced by multiplications by f = r2 and z, which are clearly functionally inde-
pendent (in fact, polynomials in r and z are dense in C∞(R3)S1

). Thus the
cohomology H2(Cf , δ) is torsion free and the Theorem 6 is applicable although,
of course, our case is not of the form, prescribed by this theorem, e.g. the space
we consider is odd-dimensional. It is an interesting question, what is the possible
scope of applicability for this theorem.

Let us again mention, that the reasoning we gave here can be applied to
arbitrary Lie algebra, which means that any family of commutative elements,
which are of degree 1 and 2 on a Lie algebra (so that there is not more than one
element of degree 2) is quantizable.
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Example 6. Let us now consider M = R
2n with constant Poisson structure, e.g.

π =
∑n

k=1
∂

∂pk
∧ ∂

∂qk
, where (p1, . . . , pn, q1, . . . , qn) are coordinates in R

2n. In
this case one can show, that any family of commuting polynomials of degree 2 is
quantizable “on the nose”, i.e. that if {f, g} = 0 for two such polynomials, than
f ∗ g = g ∗ f .

To see this, we consider the “anomalies” of Garay and van Straten again: the
first anomaly, equal to the antisymmetrization of B2(f, g) vanishes, because the
operator

B2 =
1
4
πijπkl(∂i∂k ⊗ ∂j∂l)

is symmetric again. Further, the remainig obstruction classes will be given by
application of the operators

Bk =
1
2k

∑

i1,...,ik,j1,...,jk

πi1j1 . . . πikjk(∂i1 . . . ∂ik ⊗ ∂j1 . . . ∂jk),

which have degrees greater, than 2 in both arguments, thus they will also vanish
identically.

Example 7. We finally consider the situation, in which the commuting pair of
elements consists of two functions f and g, and we assume, that one of them,
for instance f , verifies the condition {f, C∞(M)} = C∞(M). It turns out that
in this case, we can again find the quantization f̂ and ĝ so that f̂ ∗ ĝ = ĝ ∗ f̂ .

In fact, one can take f1 = f2 = · · · = fk = 0. Indeed, assume, that we have
chosen g1, . . . , gk so that f ∗ ĝk = ĝk ∗ f (here ĝk = g + �g1 + · · · + �

kgk), then
the equation, that determines gk+1 will be

{f, gk+1} = −B̄k+1(f, g).

It follows from the assumption we made, that this equation always has solution,
so we can continue reasoning by induction.

A particular case of this situation is when the Hamiltonian vector field, gen-
erated by f can be integrated to a global coordinate on M (for instance, if
M = R

n). Then one can always solve the equation {f, h} = g for any right hand
side g, simply by integrating along this coordinate. For example, if the field {f, ·}
is nowhere vanishing, this can always be done locally. It is interesting, whether
(and under what conditions) this construction can be globalized.

4 Conclusion: Remarks and Questions

We are going to conclude this paper with few questions and remarks, which
might be helpful for future work, and we hope that some of the readers will be
interested enough to solve some of them.

First of all, it seems to be extremely instructive to compute more good exam-
ples of commutative algebras and obstructions for their quantization. So far, in
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the examples discussed in previous section, we only dealt with low-degree poly-
nomial subalgebras in S(g) and C[x1, . . . , xn]. It is not very surprising that all
these examples turned out to be easily quantizable. It would be very interesting
to find a counterexample to quantizability on these grounds.

Next, let C ⊆ C∞(X) be a Poisson commutative subalgebra; consider the
exact sequence of local Hochschild complexes,

0 → IC∗(C,C∞(X)) → C∗(C∞(X)) → C∗(C,C∞(X)) → 0

induced by the inclusion of C. Here, IC∗(C,C∞(X)) is the kernel, and we assume
that any C∞(X)-valued polydifferential operator on C is a restriction of an
operator on C∞(X) (which is the case, for instance, if C is a pull-back algebra
of functions from the base of a locally-trivial bundle). This construction is closely
related with the construction of Sect. 3.3. Then, the question is, if the properties
of this exact sequence can be related to the obstructions, we construct in this
section? In particular, how is its extension class related to the question we pose?

Next, as we observed in the previous section, in certain circumstances the
quantization problem can be solved locally. For example, if the Hamiltonian
vector field Xf = {f,−} is nonzero at some point x0 ∈ X, than for any function
g, such that {f, g} = 0, the quantization problem can be solved in a vicinity
of x0: under the aforesaid condition, we can find a local coordinate t near x0

so that the fields ∂
∂t and Xf would coincide, then we see that the condition

{f, C∞(U)} = C∞(U) holds for a suitable open neighbourhood of x0. Thus, the
construction of the last example from the Sect. 3.5 is applicable in U . This gives
us a pair of commuting elements f̂U , ĝU in A (U). On the other hand, since the
star-product is given by local formulas, the obstruction classes, constructed in
previous sections, can be restricted to U . Thus we have to check the relation of
local classes (which vanish) and the restrictions of the classes, defined on all X:
the question is, if one can derive global quantization from the local one. And if
it is true, then it is interesting, how the global elements f̂ , ĝ can be constructed
from the local formulas. A special case, when the fields Xf , Xg vanish in isolated
points, is of special interest, since it implies that the properties of the elements
f̂ , ĝ will depend on the properties of the Liouville tori foliation around these
singular points.

Finally, there is a question, relating the argument shift method and the homo-
logical constructions from the previous sections. Namely, the relation, which is
crucial to the argument shift method,

L2
ξπ = 0

seems to have certain homological meaning, which needs to be investigated. One
of the possible approaches to it, is to rewrite it as

[[π, ξ], ξ] = 0,

where on the right stand the Schouten brackets.
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Then the left hand side of this equality can be interpreted as the derived
bracket [ξ, ξ]π in D∗(X)

[a, b]π = [[π, a], b]

(see the paper [16], in which the notion of derived brackets in differential Lie
algebras is discussed at leisure). This bracket verifies all the properties of the
graded Lie bracket, except for the graded skew-symmetry. Algebras with such
brackets are called Leibniz algebras. Thus, one of the possible approaches to
the deformation quantization of the argument shift method is to investigate the
relation of the Leibniz algebra (D∗(X), [, ]π) and the star-product. An alternative
approach would be to use the ungraded Lie algebra structure from Sect. 2.2 and
look for the corresponding homotopy algebra properties.

Finally, observe, that there exist many other possible approaches to the defor-
mation quantization of integrable systems. For instance, one can use alternative
quantization procedures: for example, there exists Gutt’s quantization formula
for the quantization of Lie algebras (see [17]) and Fedosov’s quantization [18],
phrased in geometric terms. It would be interesting to see the relation between
these results and the integrable systems. One can also look for the deformation
constructions within the classical R-matrix formalism, and quantum groups. All
these questions seem to be quite interesting and we believe, that a deeper under-
standing of relations between them can be fruitful in many other branches of
Mathematics.
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Abstract. We study Z-graded thread W+-modules V = ⊕iVi, dim
Vi = 1, −∞ ≤ k < i < N ≤ +∞, dim Vi = 0, otherwise,over the positive
part W+ of the Witt (Virasoro) algebra W . There is well-known exam-
ple of infinite-dimensional (k = −∞, N = ∞) two-parametric family
Vλ,μ of W+-modules induced by the twisted W -action on tensor densi-
ties P (x)xμ(dx)−λ, μ, λ ∈ K, P (x) ∈ K[t]. Another family Cα,β of W+-
modules is defined by the action of two multiplicative generators e1, e2
of W+ as e1fi = αfi+1 and e2fj = βfj+2 for i, j ∈ Z and α, β are two
arbitrary constants (eifj = 0, i ≥ 3).
We classify (n + 1)-dimensional graded thread W+-modules of three
important types for sufficiently large n. New examples of graded thread
W+-modules different from finite-dimensional quotients of Vλ,μ and Cα,β

are found.

Keywords: Witt algebra · Visaroro algebra · Lie algebras

1 Positive Part of the Witt Algebra
and its Finite-Dimensional Graded Modules

The representation theory of the Virasoro algebra V ir was intensively studied
in the 80s of the last century, now one may consider it as a classical part of
the representation theory of infinite-dimensional Lie algebras. For instance, the
structure of Verma modules over Virasoro algebra and Fock modules over V ir
was completely found out by Mathieu [11] proved V. Kac’s conjecture which
says that any simple Z-graded V ir-module with finite-dimensional homogeneous
components is either a highest weight module, a lowest weight module, or a

Supported by the grant N 16-51-55017 of Russian Foundation for Basic Research
(RFBR)

c© Springer Nature Switzerland AG 2018
V. M. Buchstaber et al. (eds.), Recent Developments in Integrable Systems and Related
Topics of Mathematical Physics, Springer Proceedings in Mathematics & Statistics 273,
https://doi.org/10.1007/978-3-030-04807-5_9

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-04807-5_9&domain=pdf
https://doi.org/10.1007/978-3-030-04807-5_9


Graded Thread Modules Over the Positive Part 155

module of the type Vλ,μ. However, two particular cases of the theorem were
already proved: the classification of Harish-Chandra modules for which all the
multiplicities of weights are 1 (by Kaplansky and Santharoubane [9]) and the
classification of unitarizable Harish-Chandra modules (by Chari and Pressley
[2]). Some partial results on Kac’s conjecture were obtained in [10].

It should be noted that a great number of well-known mathematicians and
mathematical physicists contributed to the development of the theory of rep-
resentations of the Virasoro algebra, for complete survey we recommend the
monograph [8].

In 1992, Benoist, answering negatively the Milnor’s question [14] on left-
invariant affine structures (flat affine connections) on nilpotent Lie groups, pre-
sented examples of compact 11-dimensional nilmanifolds that carry no complete
affine structure. For that, he constructed examples of 11-dimensional nilpotent
Lie algebras with no faithfull linear representations of dimension 12. In his proof
[3] he classified N-graded Lie algebras ar defined by two generators e1 and e2 of
degrees 1 and 2, respectively, and two relations [e2, e3] = e5 and [e2, e5] = re7,
where r is an arbitrary scalar and ei+1 = [e1, ei] for all i ≥ 2.

Lemma 1. (Benoist, [3]) If r �= 9
10 , 1, then ar is a finite-dimensional Lie alge-

bra.
(1) Let r = 9

10 , then ar
∼= W+, positive part of the Witt (Virasoro) algebra, it

is infinite-dimensional Lie algebra with base ẽi, i ≥ 1 and the relations [ẽi, ẽj ] =
(j−i)ẽi+j, where ẽi=ei/(i−2)!.

(2) Let r = 1, then ar
∼= m2.

(3) Let r �=0, 9
10 , 1, 2, 3, then ar is a 11-dimensional filiform Lie algebra.

We recall that a finite-dimensional nilpotent Lie algebra g is called filiform if
it has the maximal possible (for its dimension) value of nil-index s(g) = dim g−1.
In its turn the nil-index s(g) is the length of the descending central series of g.

The idea of Benoist’s construction was the following. Benoist considered the
algebra a−2 of the family ar. It is a 11-dimensional filiform Lie algebra. Itself
a−2 admits a complete affine structure because it is positively graded. Benoist
considered its filtered deformation a−2,s,t that it is not positively graded and he
proved that a−2,s,t does not admit any faithfull 12-dimensional representation.
That is an obstruction for existence of a complete affine structure on the corre-
sponding nilmanifold. The proof of non-existence of a faithfull 12-representation
was based in particular on the classification of graded faithfull a−2-modules.

Despite the fact that the positive part W+ of the Witt algebra was not used
in his proof, Benoist suggested that special deformations of finite-dimensional
factors of W+ can also be used for counterexamples to Milnor’s conjecture in
higher dimensions n > 11. Hence the classification of graded thread W+-modules
is quite necessary for the possible proof.

The aim of this paper is a classification of (n + 1)-dimensional graded
thread W+-modules with additional structure restriction enf1 �= 0 which
means that the corresponding representation of the n-dimensional quotient
W+/〈en+1, en+2, . . . , 〉 is faithfull.
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Also finite-dimensional graded thread W+-modules played an essential role in
explicite constructions of singular Virasoro vectors in [1] and [13]. Besides these
graded thread W+-modules were used for the construction of trivial Massey
products in the cohomology H∗(W+,K) in [5], answering V. Buchstaber’s con-
jecture, that the cohomology H∗(W+,K) is generated by non-trivial Massey
products of one-dimensional cohomology classes. Finaly V. Buchstaber’s conjec-
ture was proved for non-trivial Massey products in [12].

The paper is organized as follows. In the Sect. 1 we recall necessary defini-
tions and facts on positive part of the Witt (Virasoro) algebra and its graded
modules. In particular we introduce the important class of (n+1)-dimensional
graded thread W+-modules with a property enf1 �= 0 mentioned above. We
prove the key Lemma 2 and its Corollary stating that we have only three types
of (n+1)-dimensional graded thread W+-modules defined by basis f1, . . . , fn+1:

(a) no zeroes of e1, i.e. e1fi �= 0, i = 1, . . . , n;
(b) one zero of e1, i.e. ∃!k, 1 ≤ k ≤ n, e1fk=0;
(c) two neighboring zeroes of e1, i.e. ∃!k, 1≤k≤n−1, e1fk=e1fk+1=0.

We classify the modules of the type a) (we call them graded thread W+-
modules of the type (1, 1, . . . , 1)) in Sect. 3. W+-modules with one zero, subcase
b), so called modules of the type (1, . . . , 1, 0, 1, . . . , 1) are classified in Sect. 4.

Section 5 is devoted to the most interesting case of graded W+-modules
with two neighboring zeroes of e1. Modules of this type were applied in [12]
for the proof of V. Buchstaber’s conjecture on Massey products in Lie algebra
cohomology H∗(W+,K) as we mentioned above.

2 Definitions and Examples

The Witt algebra W can be defined by its infinite basis ei = ti+1 d
dt , i ∈ Z and

the Lie bracket is given by

[ei, ej ] = (j − i)ei+j , i, j ∈ Z.

The Virasoro algebra Vir is infinite-dimensional Lie algebra, defined by its basis
{z, ei, i ∈ Z} and commutation relations:

[ei, z] = 0, ∀i ∈ Z, [ei, ej ] = (j − i)ei+j +
j3 − j

12
δ−i,jz.

Vir is a one-dimensional central extension of the Witt algebra W (the one-
dimensional center is spaned by z).

There is a subalgebra W+ ⊂ W spanned by e1, e2, e3, . . . , basis vectors with
positive subscripts that we call the positive part of the Witt algebra.

Definition 1. ([5]) A W+-module V is called graded thread W+-module if
there exist two integers k,N, k < N , or k = −∞, N = +∞ and a decompostion
V = ⊕+∞

−∞Vj , j ∈ Z, such that:

eiVj ⊂ Vi+j , i ∈ N, j ∈ Z, dim Vi =
{

1, k < i < N,
0, otherwise ,
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where e1, e2, . . . , ek, . . . is a graded basis of the positive part W+ of the Witt
(Virasoro) algebra.

Remark 1. A graded thread W+-module V = ⊕+∞
−∞Vj can be defined by its basis

fi, i ∈ Z, k < i < N, 〈fi〉 = Vi,

and by the set of its structure constants

αi, βj , i, j ∈ Z, k < i < N−2, k < j < N−3,

such that
e1fi = αifi+1, e2fj = βjfj+2.

Here we remark that W+ is generated as a Lie algebra by two elements e1 and
e2.Certainly the constants αi, βj can not be arbitrary. They must satisfy certain
algebraic relations that we are going to discuss later.

To begin with, we present two infinite-dimensional examples.

• One can take αi = α, βj = β. It is a W+-module Cα,β where all other basic
elements ei, i ≥ 3 act trivially.

• We have defined basic vectors ei of W+ as differential operators ei = xi+1 d
dx

on the real (complex) line. One can consider the space Vλ,μ of tensor densities
of the form P (x)xμ(dx)−λ, where P (x) is some polynomial on x and the
parameters λ, μ are arbitrary real (complex) numbers. Operator ξ = f(x) d

dx
acts on Fλ,μ by means of the Lie derivative Lξ:

LξP (x)xμ(dx)−λ = (f(x)(P (x)xμ)′ − λP (x)xμf ′(x)) (dx)−λ.

Taking the infinite basis fj = xj+μ(dx)−λ of Fλ,μ we have the following W+-
action [6]:

ekfj = (j + μ − λ(k + 1))fk+j .

In other words Vλ,μ is a twist of the natural action of W on C[t, t−1]. The
defining set for a W+-module Vλ,μ is

αi = i + μ − 2λ, βj = j + μ − 3λ.

Remark 2. The vector space Vλ,μ can be regarded as a W -module over the entire
Witt algebra W , or, that is equivalent, as a zero-energy Virasoro representation
[7]. As W -module Vλ,μ is reducible if λ ∈ Z and β=0 or λ ∈ Z and β=1 otherwise
it is irreducible [7]. The infinite-dimensional W -modules Vλ,μ and Vλ,μ+m,m ∈ Z

are isomorphic.

Having an infinite-dimensional graded thread W+-module V = 〈fi, i ∈ Z〉
one can construct a (N − k − 1)-dimensional W+-module V (k,N) taking a
subquotient of V :

V (k,N) = ⊕∞
i>kVi/ ⊕∞

j>N−1 Vj , V (k,N) = 〈fk+1, . . . , fN−1〉.
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From now we deal with a (n + 1)-dimensional graded thread W+-
module V defined by its basis f1, f2, . . . , fn+1 and a finite set of constants
{α1, . . . , αn, β1, . . . , βn−1}.

The dual module V ∗ of a finite-dimensional graded thread W+-module V =
〈f1, f2, . . . , fn+1〉 has the structure of a graded thread W+-module with respect
to the basis

f ′
1 = fn+1, f ′

2 = fn, . . . , f ′
n = f2, f ′

n+1 = f1,

where f1, . . . , fn, fn+1 is the dual basis in V ∗ with respect to the basis
f1, . . . , fn, fn+1 of V , f i(fj) = δi

j . Let {α1, . . . , αn, β1, . . . , βn−1} be the set of
structure constants of the W+-module V with respect to the basis f1, . . . , fn+1.
Then the set

{−αn, . . . ,−α1,−βn−1, . . . ,−β1}
defines the structure of the dual W+-module V ∗:

e1f
′
j = e1f

n+2−j = −αn+1−jf
n+1−j = −αn+1−jf

′
j+1, j = 1, 2, . . . , n;

e2f
′
k = e2f

n+2−k = −βn−kfn−k = −βn−kf ′
k+2, k = 1, 2, . . . , n − 1.

We recall that the dual W+-action on V ∗ is defined by (g · f)(x) := −f(gx),
where g ∈ W+, x ∈ V, f ∈ V ∗.

For obvious reasons there is no sense in discussing the irreducibility of graded
thread W+-modules: they are all reducible. Instead of irreducibility, one has to
discuss indecomposability. Let the defining sets of structure constants of a W+-
module V be of the following type

{α1, . . . , αm, 0, αm+1, . . . , αn, β1, . . . , βm−1, 0, 0, βm+2, . . . , βn−1}, 0 ≤ m < n

Then, V is a direct sum of two W+-modules V1 and V2

V = V1 ⊕ V2, V1 = 〈f1, . . . , fm+1〉, V2 = 〈fm+2, . . . , fn+1〉.
where V1 and V2 have the following defining sets of structure constants

{α1, . . . , αm, β1, . . . , βm−1}, {αm+1, . . . , αn, βm+2, . . . , βn−1},

respectively. The converse is also true. One can consider a direct sum V1 ⊕ V2

of two finite-dimensional graded thread W+-modules V1 and V2, may be after
possible renumbering of the basis vectors from V2.

Lemma 2. Let V = 〈f1, f2, . . . , fn+1〉 be a (n + 1)-dimensional graded thread
W+-module such that

∃k, p, 1 ≤ k < k+p ≤ n+1, p ≥ 2, e1fk = e1fk+p = 0.

Then enf1 = 0.

Proof. Recall that epfk ∈ 〈fk+p〉. Then the equalities e1fk = e1fk+p = 0 imply
that

(p − 1)ep+1fk = e1epfk − epe1fk = 0.
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On the next step we have

pep+2fk= (e1ep+1fk − ep+1e1fk) = 0, pep+2fk−1 = (e1ep+1fk−1 − ep+1e1fk−1) = 0.

One can suppose by an inductive assumption that ep+sfk = · · · = ep+sfk−s+1 =
0 for some s, 1 ≤ s ≤ k − 1. Then it follows that

(p + s − 1)ep+s+1fk = 0, . . . , (p + s − 1)ep+s+1fk−s = (e1ep+sfk−s − ep+se1fk−s) = 0.

Hence ek+pf1 = · · · = ek+pfk = 0 and

(k + p − 1)ek+p+1f1 = (e1ek+pf1 − ek+pe1f1) = · · · = (k + p − 1)ek+p+1fk = 0.

Continuing these calculations we will have that eif1 = · · · = eifk = 0 for all
i ≥ k+p. In particular enf1 = 0. �

Corollary 1. Let V = 〈f1, f2, . . . , fn+1〉 be a (n+1)-dimensional graded thread
W+-module such that enf1 �= 0. Then for its defining set of constants αi, i =
1, . . . , n, we have three possibilities:

(a) no zeroes, αi �= 0, i = 1, . . . , n;
(b) the only one zero, ∃!k, 1 ≤ k ≤ n, αk=0;
(c) two neighboring zeroes, ∃!k, 1≤k≤n−1, αk=αk+1=0.

Following [3], we will consider a new basis of W+:

ẽ1 = e1, ẽi = 6(i−2)!ei.

Now, we have in particular

[ẽ1, ẽi] = ẽi+1, [ẽ2, ẽ3] = ẽ5, [ẽ2, ẽ5] =
9
10

ẽ7. (1)

It was proved in [3] that the Lie algebra generated by two elements ẽ1, ẽ2 with
the following two relations on them

[ẽ2,[ẽ1,ẽ2]] = [ẽ1,[ẽ1,[ẽ1,ẽ2]]] ,
[ẽ2, [ẽ1, [ẽ1,[ẽ1,ẽ2]]]] = 9

10 [ẽ1, [ẽ1, [ẽ1,[ẽ1,[ẽ1,ẽ2]]]]]
(2)

is isomorphic to the positive part W+ of the Witt algebra.
Hence, the defining relations (1) will give us the following set of polynomial

equations

R5
i : ([ẽ2, ẽ3] − ẽ5)fi = 0, i = 1, . . . , n−5,

R7
j : ([ẽ2, ẽ5] − 9

10
ẽ7)fj = 0, j = 1, . . . , n−7.

It is possible to write out the explicit expressions for R5
i and R7

j in terms of
αi, βj . However rescaling fi → γifi we can make the constants αi equal to one
or to zero.
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3 Graded Thread W+-Modules of the Type (1, 1, . . . , 1).

Let us consider the case when all constants αi of the defining set for a graded
thread W+-module are non-trivial and hence we may assume (after a suitable
rescaling of the basis vectors f1, . . . , fn+1) that

ẽ1fi = fi+1, i = 1, . . . , n, ẽ2fj = bjfj+2, j = 1, . . . , n − 1.

Then the equations R5
i , R

7
j are read as

R5
i : bi+3(bi−bi+1) − bi(bi+2 − bi+3) = bi − 3bi+1 + 3bi+2 − bi+3,

R7
j : bj+5(bj−3bj+1+3bj+2−bj+3) − bj(bj+2−3bj+3+3bj+4−bj+5) =

=
9
10

(bj−5bj+1+10bj+2−10bj+3+5bj+4−bj+5),

i = 1, . . . , n − 5, j = 1, . . . , n − 7.

(3)

There is the relation between bi and the initial structure constants αi, βj of our
graded W+-module V :

bi =
6βi

αiαi+1
, i = 1, . . . , i−2.

Consider a module Vλ,μ. Recall that it has the defining set with αi = i + μ − 2λ
and βj = j + μ − 3λ. We introduce new parameters

u = μ − 3λ, v = μ − 2λ.

Suppose that v = μ−2λ �= −1,−2, . . . ,−n. Then Vλ,μ is of the type (1, 1, . . . , 1)
and its coordinates (b1, b2, . . . , bn−1) are

bi = 6
(u + i)

(v + i)(v + i + 1)
, i = 1, 2, . . . , n − 1.

Definition 2. An affine variety defined by the system of algebraic equations
(3) in K

n−1 is called the affine variety of (n + 1)-dimensional graded thread
W+-modules of the type (1, 1, . . . , 1).

Theorem 1. Let V be a (n+1)-dimensional graded thread W+-module of the
type (1, 1, . . . , 1) and n ≥ 9, i.e. W+-module defined by its basis and defining set
of relations

V = 〈f1, f2, . . . , fn+1〉,
e1fi = fi+1, i = 1, 2, . . . , n;

e2fj = bjfj+2, j = 1, 2, . . . , n − 1,

Then, V is isomorphic to the one and only one W+-module from the list below.

• Vλ,μ(n+1), μ − 2λ �= −1,−2, . . . ,−n.
• C1,x(n + 1), b1 = b2 = · · · = bn−1 = x;
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• V t
−2,−3(n + 1), t �= 4, b1 = t, bi = 6(i+3)

(i+1)(i+2) , i = 2, . . . , n − 1;

• V t
1,3−n(n + 1), t �= 4, bi = − 6(n−i)

(n−i−2)(n−i−1) , i = 1, . . . , n − 2, bn−1 = −t;
• V t

0,−1(n + 1), t �= 6, b1 = t, bi = 6
i , i = 2, . . . , n − 1;

• V t
−1,−2−n(n + 1), t �= 6, bi = − 6

(n−i) , i = 1, . . . , n − 2, bn−1 = t;

Remark 3. (1) A one-parametric family V t
−2,−3(n + 1) of graded thread W+-

modules is a linear deformation of V−2,−3(n + 1). Moreover V 4
−2,−3(n + 1) =

V−2,−3(n + 1). A module V t
1,3−n(n + 1) is dual to V t

−2,−3(n + 1).
(2) Family V t

0,−1(n + 1) is one-parametric linear deformation of V0,−1(n + 1)
and V 6

0,−1(n+1) = V0,−1(n+1). V t
1,−2−n(n+1) is the dual module to V t

0,−1(n+1).
(3) C∗

1,x(n + 1) = C1,−x(n + 1);

Proof. We prove the Theorem by induction on dimension dimV . The equation
R5

1 appears first time for a 5-dimensional graded thread module. In dimension 6
we have two relations R5

1, R
5
2 and coordinates (b1, b2, . . . , b5) of an arbitrary 7-

dimensional graded thread W+-module V of the type (1, 1, . . . , 1) satisfies three
relations R5

1, R
5
2, R

7
1 respectively.

We start with the classification of 8-dimensional graded thread W+-modules.

Lemma 3. Consider an affine variety M of 8-dimensional graded thread W+-
modules of the type (1, 1, . . . , 1) defined by the following system of quadratic
equations in K

6:

b4(b1 − b2) − b1(b3 − b4) = b1 − 3b2 + 3b3 − b4,
b5(b2 − b3) − b2(b4 − b5) = b2 − 3b3 + 3b4 − b5,
b6(b3 − b4) − b3(b5 − b6) = b3 − 3b4 + 3b5 − b6,
b6(b1−3b2+3b3−b4) − b1(b3−3b4+3b5−b6) = 9

10 (b1−5b2+10b3−10b4+5b5−b6),
(4)

then the variety M can be decomposed as the union of the following two- and
one-parametric algebraic subsets:

M1 : bi = 6 (u+i)
(v+i)(v+i+1) , i = 1, 2, . . . , 6, u �= v, u �= v+1, v �= −1,−2, . . . ,−7;

M0
1 : bi = 6

v+i , i = 1, 2, . . . , 6, v �= −1,−2, . . . ,−6;

M2 :
b1 = 5xy−17x+10y+2

5y−9 , b2 = x, b3 = y, b4 = y − 2
5 , b5 = 1

5
5xy+3x−6
2x−y+1 ,

b6 = 5xy2−2xy−22y+10y2+21x−12
(2x−y+1)(5y+7) , y �= 9

5 ,− 7
5 , 2x − y + 1 �= 0

;

M3 : b1 = b2 = b3 = b4 = b5 = b6 = t;

M±
4 :

b1 = 12 ± 3
√

19, b2 = − 2
5 ± 1

5

√
19, b3 = 1

5 ± 2
5

√
19, b4 = − 1

5 ± 2
5

√
19,

b5 = 2
5 ± 1

5

√
19 + t, b6 = −12 ± 3

√
19 + t(± 4

3

√
19 − 13

3 ).
;

M−
5 : b1 = − 27

28 , b2 = − 8
7 , b3 = − 7

5 , b4 = − 9
5 , b5 = − 5

2 , b6 = t;
M+

5 : b1 = t, b2 = 5
2 , b3 = 9

5 , b4 = 7
5 , b5 = 8

7 , b6 = 27
28 ;

M+
6 : b1 = t, b2 = 6

2 , b3 = 6
3 , b4 = 6

4 , b5 = 6
5 , b6 = 6

6 ;
M−

6 : b1 = − 6
6 , b2 = − 6

5 , b3 = − 6
4 , b4 = − 6

3 , b5 = − 6
2 , b6 = −t;

Proof. Denote b2 = x, b3 = y, b4 = z and rewrite after that first two equations
of the system (4) {

b1(2z − y − 1) = xz − 3x + 3y − z,
b5(2x − y + 1) = xz + x − 3y + 3z.

(5)
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Then, we multiply the third equation of (4) by (2x − y + 1) and exclude b5

(2x − y + 1)(2y − z + 1)b6 = xyz − 4y2 + 3yx + 6yz − 8y − 3xz + 6z + 3x.

Finally, we multiply the last equation of (4) by (2z−y−1)(2x−y+1)(2y−z+1)
and exclude b1, b5, b6. We will get the following fifth-order equation of unknowns
x, y, z: (

z − y − 2
5

)
F (x, y, z) = 0,

where

F (x, y, z) = y2(z−6)(x+6) + y(x+z)(xz+3z−3x+36) + 3xz(4x−4z−xz) − 9(x+z)2.
(6)

First of all we are going to study an algebraic variety MF ⊂ K
3 defined by the

equation F (x, y, z) = 0. Consider the mapping of uniformization

f : K2\{(u, v), v = 0,−1,−2,−3} → K
3 :

f(u, v) =
(

6u
v(v+1) ,

6(u+1)
(v+1)(v+2) ,

6(u+2)
(v+2)(v+3)

)
.

Proposition 1. The variety MF ⊂ K
3 is the union of Imf and three lines

l1, l2, l3 defined by linear equations

l1 : x = y = z; l2 :
{

y = 3,
z = 2 , l3 :

{
x = −2,
y = −3,

Proof. Let a point (x, y, z) ∈ Imf . It means that for some (u, v), v �=
0,−1,−2,−3 we have

⎧⎨
⎩

6u = x(v2 + v),
6u + 6 = y(v2 + 3v + 2),
6u + 12 = z(v2 + 5v + 6).

(7)

Consider (7) as a system of equations with respect to unknowns u, v. For
z �= x it is equivalent to

⎧⎨
⎩

6u = x(v2 + v),
(x−z)v2 + (x−5z)v + 12 − 6z = 0,
((3y−x)(z−x) − (5z−x)(y−x)) v = (6z−12)(y−x) − (2y−6)(z−x).

(8)

(1) Let (3y−x)(z−x) − (5z−x)(y−x) = 2(2xz − y(x + z)) �= 0, then substi-
tuting

v =
2yz − 3zx − 6y + 3x + yx + 3z

2xz − y(x+z)

in the second equation of (8) we get

(x − z)F (x, y, z)
(y(x+z) − 2xz)2

= 0,
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where the polynomial F (x, y, z) is defined by (6). Hence a point (x, y, z) of
the surface MF with x �= z and y(x+z) �= 2xz is in the image Imf and the
corresponding parameters u, v are determined uniquely.

(2) Consider a point (x, y, z) ∈ MF such that
{

(6z − 12)(y − x) − (2y − 6)(y − x) = 0,
2xz − y(x + z) = 0.

(9)

This system can be rewritten in a following way
{

y(z − 6) = xz − 3x − 3z,
y(x + z) = 2xz.

Substitute y = 2xz
x+z (x + z = 0 implies x = z = 0) in the first equation. We

obtain (z−x)(xz+3z−3x)=0, hence if z �= x then

x =
3z

3 − z
, y =

6z

6 − z
.

Changing parameter z = 6
t+2 we see that the set of solutions of (9) coincides

with the curve

γ(t) =
(

6
t
,

6
t + 1

,
6

t + 2

)
. (10)

Parameters u, v for a point
(

6
t ,

6
t+1 , 6

t+2

)
of γ are determined not uniquely:

u = v = t or u = v + 1 = t + 2.
Now, let us consider the case x = z. Then, the system (8) is equivalent to

the following one
⎧⎨
⎩

6u = x(v2 + v),
(y − x)v2 + (3y − x)v + 2y − 6 = 0,
2xv = 6 − 3x.

(11)

Substituting v by 6−3x
2x in the second equation of (11), we’ll get

y(36 − x2) − 36x − 3x3

4x2
= 0.

It follows from the last equation that y = 36x+3x3

36−x2 , x �= 6.
On the another hand, the square equation (with respect to y, we assume also

that x �= ±6)

F (x, y, x) = y2(x2−36) + 2x(x2+36)y − 3x4 − 36x2 = 0

has two roots y = x and y = 36x+3x3

36−x2 . One has to remark also that if x = z = ±6,
then y = ±6.

Hence, an arbitrary point P = (x, y, z) of the surface MF with x = z �= y
also belongs to the image Imf . We conclude with a remark that the system (7)
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never has the solutions with v = −1,−2, but it has the solutions with v = 0 and
v = −3. More precisely, if v = 0 then it follows from the first equation of (7)
that u = 0 and this is the case for y = 3, z = 2 and arbitrary x. We get the line
l2.

Analogously the case v = −3 implies u = −2 and y = −3, x = −2. The
corresponding set of solutions is l3. �

Fig. 1. The surface MF in R
3.

Remark 4. The polynomial F (x, y, z) has the degree two with respect to each
variable x, y, z (thinking other two are parameters). One can verify directly that
the curve γ(t) defined by (10) coincides with the set of singular points of MF

(it follows from the proof of our proposition). Also one can see that MF has an
involution σF : MF → MF :

σF : (x, y, z) → (−z,−y,−x).

More precisely,

σF (f(u, v)) = f(−u−2,−v−4), σF (l1) = l1, σF (l2) = l3.

Now, we come to the following natural question.
Does an arbitrary point (x, y, z) ∈ MF correspond to some solution

(b1, x, y, z, b5, b6) of the initial system (4)?
Before answering this question, we state a few preliminary remarks.
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Proposition 2. It exists the unique solution (b1, b2, . . . , b6) of the system (4)
with b2 = b3 = b4 = t and it is b1 = b2 = b3 = b4 = b5 = b6 = t.

Proof. If b2 = b3 = b4 = t, then the first two equations of (4) can be rewritten
as

b1(t − 1) = t2 − t, b5(t + 1) = t2 + t.

If t �= ±1 then b1 = b5 = t and b6 = t3+2t2+t
(t+1)2 = t.

If t = 1, then b5 = b6 = 1 and the fourth equation of (4) will look in the
following way:

(b1 − 1) − 9
10

(b1 − 1) = 0.

Hence, b1 = 1. The case t = −1 is studied analogously. �

Proposition 3. There are no solutions (b1, b2, . . . , b6) of the system (4) such
that:

(a) b3 = 3, b4 = 2;
(b) b3 = −3, b2 = −2.

Proof. Solving first three equations of (4) with b3 = 3, b4 = 2 one get

b2 = 7, b5 =
3
2
, b6 =

6
5
.

But the fourth equation of (4) looks as 0 · b6 = − 339
10 .

If b3 = −3 and b2 = −2 we obtain b1 = − 3
2 , b4 = −7, b6 = −9 and the last

equation of (4) will be inconsistent with respect to b5. �

Now, we are going to study the same question for the points of Imf . Namely,
let suppose that for some choice of u, v, v �= 0,−1,−2,−3, we have

b2 =
6u

v(v+1)
, b3 =

6(u+1)
(v+1)(v+2)

, b4 =
6(u+2)

(v+2)(v+3)
.

Then the first three equations of the system (4) we rewrite as

b5
(v+4)(6u+v2−v)

v(v+1)(v+2)
= 6

(u+3)(6u+v2−v)
v(v+1)(v+2)(v+3)

,

b1
(v−1)(6u−v2−7v)
(v+1)(v+2)(v+3)

= 6
(u−1)(6u−v2−7v)
v(v+1)(v+2)(v+3)

,

b6
(v+5)(6u+v2+v+6)
(v+1)(v+2)(v+3)

= b5

(
6(u+1)

(v+1)(v+2
+ 3

)
− 6

2uv + 5v + 3
(v+1)(v+2)(v+3)

.

(12)

First of all, let us study a generic case.
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Proposition 4. Let v �= 0,−1,−2,−3 and moreover

(v+4)(6u+v2−v) �= 0, (v−1)(6u−v2−7v) �= 0, (v+5)(6u+v2+v+6) �= 0.

Then, there exists the only one solution (b1, b5, b6) of the system (12)

b1 =
6(u−1)
(v−1)v

, b5 =
6(u+3)

(v+3)(v+4)
, b6 =

6(u+4)
(v+4)(v+5)

.

Proof. Direct verification. �

Proposition 5. Let v �= 0,−1,−2,−3. Then, if one of the three given expres-
sions

6u + v2 − v, 6u − v2 − 7v, 6u + v2 + v + 6,

is equal to zero, the rest of them are non trivial.

Now we assume that v �= 1, 0,−1,−2,−3,−4,−5.
(1) 6u − v2 − 7v = 0. Then, from the first and the third equations of (4) we

have

b5 =
6(u+3)

(v+3)(v+4)
, b6 =

6(u+4)
(v+4)(v+5)

.

The fourth equation of (4) will look as

1
10

b1
v(v−1)(v−2)(v−3)

(v+2)(v+3)(v+4)(v+5)
=

1
10

(v−2)(v−3)(v2 + 7v − 6)
(v+2)(v+3)(v+4)(v+5)

.

If v �= 2, 3 then b1 = v2+7v−6
v(v−1) = 6(u−1)

v(v−1) as in the generic situation.

(a) Now, let v = 2 then u = v2+7v
6 = 3 and we have

b2 = 3, b3 = 2, b4 =
3
2
, b5 =

6
5
, b6 = 1.

The component b1 can take an arbitrary value t.
(b) In the case v = 3, analogously, we obtain u = 5 and

b2 =
5
2
, b3 =

9
5
, b4 =

7
5
, b5 =

8
7
, b6 =

27
28

.

We obtain another one-parametric family of solutions for (4):

(b1, b2, . . . , b6) =
(

t,
5
2
,
9
5
,
7
5
,
8
7
,
27
28

)
.

(2) 6u + v2 − v = 0. Then b1 = 6(u−1)
(v−1)v and the third equation of (4) will look

as
b6(v+5) = b5(v2+4v+3) − v2 + 4v + 3.
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Expressing b6 and rewriting the last equation of (4) we will have

− 1
10

b5
(v+4)(v+3)(v2+8v−3)

(v+1)v(v−1)
=

1
10

(v2+8v−3)(v2−v−18)
v(v−1)(v+1)

.

If v2 + 8v − 3 �= 0 then b5 is determined uniquely and hence we have

b5 =
6(u+3)

(v+3)(v+4)
, b6 =

6(u+4)
(v+4)(v+5)

.

If v2+8v−3 = 0, i.e. v = −4±√
19, then the component b5 can take an arbitrary

values and then we have u = − 13
2 ± 3

2

√
19 and

b1 = 12 ± 3
√

19, b2 = −2
5

± 1
5

√
19, b3 =

1
5

± 2
5

√
19,

b4 = −1
5

± 2
5

√
19, b5 = t, b6 = −46

3
± 10

√
19

3
+ t

(
±4

3

√
19 − 13

3

)
.

After a parameter change t → t + 2
5 ± 1

5

√
19 we will obtain the final version.

(3) 6u + v2 + v + 6 = 0. Then b1 = 6(u−1)
(v−1)v and b5 = 6(u+3)

(v+3)(v+4) . The fourth
equation of the system (4) will look as

− 1
10

b6
(v+5)(v+4)(v+7)(v+6)

(v+1)(v+2)(v−1)v
=

1
10

(v+7)(v+6)(v2−v−18)
v(v−1)(v+1)(v+2)

.

If v �= −6,−7, then b6 = 6(u+4)
(v+4)(v+5) .

For v = −6, u = −6, we get an one-parametric family

(b1, b2, . . . , b6) =
(

−1,−6
5
,−6

4
,−6

3
,−6

2
, t

)
.

The case v = −7, u = −8 corresponds to another one line of solutions:

(b1, b2, . . . , b6) =
(

−27
28

,−8
7
,−7

5
,−9

5
,−5

2
, t

)
.

(4) Let v = −4. Then, the first equation implies that u = −3 or u = − 10
3 .

(a) Let v = −4, u = −3. Then, b1 = − 6
5 , b2 = − 3

2 , b3 = −2, b4 = −3. The
third equation gives b5 = −7, but the fourth equation becomes inconsistent with
respect to b6.

(b) Let v = −4, u = − 10
3 , then third and fourth equations of (4) look as
{

1
3b6 − 2

3b5 − 29
3 = 0,

3
10b6 − 3

5b5 − 2629
300 = 0,

and this system is inconsistent with respect to b5, b6.
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(5) If v = 1, then the second equation of (4) implies that u = 1 or u = 4
3 .

(a) The case v = u = 1 corresponds to the family

(b1, b2, . . . , b6) =
(

t, 3, 2,
3
2
,
6
5
, 1

)
.

(b) If v = 1, u = 4
3 , the fourth equation of (4) degenerates to − 1

900 = 0 and
hence the system (4) is inconsistent.

(6) Let v = 5, the first equation of (4) gives us b5 = 3(u+3), the third
equation after substitution v = −5, b5 = 3(u+3) will look like

3
2
u2 +

25
2

u + 26 = 0.

It has the roots u = − 13
3 ,−4.

(a) The case v = −5, u = −4 corresponds to the family that we already
obtained:

(b1, b2, . . . , b6) =
(

−1,−6
5
,−6

4
,−6

3
,−6

2
, t

)
.

(b) If v = −5, u = − 13
3 then b1 = − 16

15 , b2 = − 13
10 , b3 = − 5

3 , b4 = − 7
3 , b5 = −4

and the fourth equation is inconsistent with respect to b6.
We studied the solutions of the main system (4) that correspond to the points

of the algebraic variety MF = {F (x, y, z) = 0}. Now, we will consider the case

b2 = x, b3 = y, b4 = y − 2
5

= z.

Then, one can rewrite the first three equations of (4) as⎧⎨
⎩

(y− 9
5 )b1 = xy + 2y − 17

5 x + 2
5 ,

(2x−y+1)b5 = xy + 3
5x − 6

5 ,
(y+ 7

5 )b6 = b5(y+3) − 2y + 6
5 .

(13)

Proposition 6. There are no solutions of (13) with y = 9
5 ,− 7

5 .

Proof. Direct calculations. �
Proposition 7. Let 2x − y + 1 = 0. Then, the system (13) is consistent if and
only if

x = −2
5

± 1
5

√
19, y =

1
5

± 2
5

√
19, z = y − 2

5
= −1

5
± 2

5

√
19, b5 = t.

Proof. Indeed 2x − y + 1 = 0 implies xy + 3
5x − 6

5 = 0 that is equivalent to
2x2 + 8

5x− 6
5 = 0. The roots of this square equation will give us the values given

above. Now, one can express b1 = 12 ± 3
√

19, take b5 = t, then express b6 in
terms of b5 taking into account third equation. Finally, we obtain

b6 = −46
3

± 10
√

19
3

+ t

(
±4

3

√
19 − 13

3

)
.

That corresponds to the family of solutions that we have already obtained. �
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Now, it is easy to see that in the generic situation (2x − y + 1 �= 0) we have

b1 =
5xy − 17x + 10y + 2

5y − 9
, b2 = x, b3 = y, b4 = y − 2

5
,

b5 =
1
5

5xy + 3x − 6
2x − y + 1

, b6 =
5xy2 − 2xy − 22y + 10y2 + 21x − 12

(2x − y + 1)(5y + 7)
.

The last statement concludes the proof of the theorem.

Remark 5. We shifted the arguments u, v in our answer for M1, for instance we
considered b2 = 6u

v(v+1) in our proof and now b2 = 6(u+2)
(v+2)(v+3) . One has to point

out some properties of the subsets Mi:

• M3 does not intersect other subsets Mi;
• P (u, v)∈M1 belongs to M2 if and only if u= 1

30 (v+3)(v+4)(v+5)+ 1
2 (v−3);

• M0
1 intersects M2 at v = −7±√

61
2 ;

• M±
4 intersects M1 at t=− 16

15 ± 68
285

√
19 (P±

4 =P (−9
2± 3

2

√
19,−2±√

19) and
does not intersect other subsets Mi;

• M±
5 intersects M1 at t = ±4 (the points P+

5 =P (3, 1) and P−
5 =P (−10,−9)

respectively);
• M±

5 intersects M2 at t = 0;
• M±

6 intersects M0
1 at t=±6 and v = 0 and does not intersect other subsets;

One can also remark that there exists an involution σ : M → M

σ : (b1, b2, . . . , b5, b6) → (−b6,−b5, . . . ,−b2,−b1)

with the properties:

• M1 is invariant with respect to σ: σ(P (u, v)) = P (−u−7,−v−8);
• σ(M0

1 ) = M0
1 ;

• σ(M2∪M±
4 ) = M2∪M±

4 ;
• σ(M3) = M3;
• σ(M−

5 ) = M+
5 ;

• σ(M−
6 ) = M+

6 ;

Corollary 2. The affine variety of 9-dimensional graded thread W+-modules

V = 〈f1, f2, . . . , f9〉,
e1fi = fi+1, i = 1, 2, . . . , 8;

e2fj = bjfj+2, j = 1, 2, . . . , 7,

can be parametrized by means of two- and one-parametric algebraic subsets

M̃1 : bi = 6 (u+i)
(v+i)(v+i+1) , i = 1, 2, . . . , 6, 7, u �= v, u �= v+1, v �=

−1,−2, . . . ,−7,−8;
M̃0

1 : bi = 6
v+i , i = 1, 2, . . . , 6, 7, v �= −1,−2, . . . ,−6,−7;
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M̃2 :
b1=

(y− 3
5 )(y+

3
5 )(y−2)

(y− 9
5 )(y− 7

5 )
, b2=

(y− 8
5 )(y+

3
5 )

(y− 9
5 )

, b3=y+ 2
5 , b4=y, b5=y− 2

5 ,

b6=
(y+ 8

5 )(y− 3
5 )

(y+ 9
5 )

, b7=
(y− 3

5 )(y+
3
5 )(y+2)

(y+ 9
5 )(y+

7
5 )

;

M̃3 : b1 = b2 = b3 = b4 = b5 = b6 = b7 = t;
M̃−

5 : b1 = − 5
6 , b2 = − 27

28 , b3 = − 8
7 , b4 = − 7

5 , b5 = − 9
5 , b6 = − 5

2 , b7 = t;
M̃+

5 : b1 = t, b2 = 5
2 , b3 = 9

5 , b4 = 7
5 , b5 = 8

7 , b6 = 27
28 , b7 = 5

6 ;
M̃+

6 : b1 = t, b2 = 6
2 , b3 = 6

3 , b4 = 6
4 , b5 = 6

5 , b6 = 6
6 , b7 = 6

7 ;
M̃−

6 : b1 = − 6
7 , b2 = − 6

6 , b3 = − 6
5 , b4 = − 6

4 , b5 = − 6
3 , b6 = − 6

2 , b7 = −t.

Proof. The families M±
4 do not survive to the dimension 9, M̃2 became an

one-parametric family instead of two-parametric M2. M̃2 intersects M̃1 at
y = ± 2

5

√
21. �

We already classified 9-dimensional graded thread W+-modules. Let V be a
10-dimensional W+-module with the basis f1, . . . , f10. Consider its quotient
module V̂ = V/〈f10〉 and its submodule Ṽ = 〈f2, . . . , f10〉. Both of them are
9-dimensional graded thread modules of the type (1, 1, . . . , 1) with the defining
sets b1, . . . , b7 and b2, . . . , b8 respectively.

Only two points y = ± 2
5

√
21 from M̃2 survive to dimension 10. These points

are in the intersection M̃1 ∩ M̃2.
Let (b1, b2, . . . , bn−2, bn−1) be coordinates (defining set) of a (n + 1)-

dimensional graded thread W+-module V = 〈f1, f2, . . . , fn, fn+1〉 of the type
(1, 1, . . . , 1) then its subsets (b1, b2, . . . , bn−2) and (b2, . . . , bn−2, bn−1) are coor-
dinates of n-dimensional quotient V/〈fn+1〉 and submodule 〈f2, . . . , fn, fn+1〉
respectively. Both of them are n-dimensional graded thread W+-modules of the
type (1, 1, . . . , 1) and we can apply the induction hypothesis.

For instance, let (b2, b3, . . . , bn−2, bn−1) = (t, 3, . . . , 6
n−2 , 6

n−1 ) then
(b1, t, 3, . . . , 6

n−2 ) have also to be present in the Table below and it is impos-
sible. On the another hand, if (b1, b2, . . . , bn−2) = (t, 3, . . . , 6

n−2 ), then we have
to find the set (b2, . . . , bn−1) = (62 , . . . , 6

n−2 , bn−1) in the Table. It can occure if
and only if bn−1 = 6

n−1 .

4 Graded Thread Modules of the Type
(1, . . . , 1, 0, 1, . . . , 1).

Now, we consider the case, when one and only one of the defining constants αi

vanishes.

∃! k, 1 ≤ k ≤ n, αk = 0, i.e. ẽ1fk = 0, ẽ1fj �= 0, j �= k, 1 ≤ j ≤ n.

A graded module of this type is called ”décousu” in [3].

Theorem 2. Let V be a (n+1)-dimensional, n ≥ 16, indecomposable graded
thread W+-module of the type (1, . . . , 1, 0, 1, . . . , 1), i.e. there exists a basis fi, i =
1, . . . , n+1, of V and ∃!k, 1 ≤ k ≤ n, such that

ẽifj ∈ 〈fi+j〉, i + j ≤ n + 1, ẽifj = 0, i + j > n + 1,

ẽ1fk = 0, ẽ1fi �= 0, i = 1, . . . , k−1, k+1, . . . , n;
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Table 1. Graded thread W+-modules of the type (1, 1, . . . , 1), dim V = n + 1 ≥ 10.

Module b1 b2 . . . bi . . . bn−2 bn−1

Vλ,μ(n+1),

u = μ−3λ,

v = μ−2λ,

v �= −1, . . . , −n,

6(u+1)
(v+1)(v+2)

6(u+2)
(v+2)(v+3) . . .

6(u+i)
(v+i)(v+i+1) . . .

6(u+n−2)
(v+n−2)(v+n−1)

6(u+n−1)
(v+n−1)(v+n)

C1,x(n+1) x x . . . x . . . x x

V t
−2,−3(n+1),

t �= 4
t 5

2 . . .
6(i+3)

(i+1)(i+2) . . .
6(n+1)
(n−1)n

6(n+2)
n(n+1)

V t
1,3−n(n+1),

t �= 4
− 6(n+2)

n(n+1) − 6(n+1)
(n−1)n

. . . − 6(n−i)
(n−i−2)(n−i−1) . . . − 5

2 −t

V t
0,−1(n+1),

t �= 6
t 3 . . . 6

i
. . . 6

(n−2)
6

(n−1)

V t
−1,−2−n(n+1),

t �= 6
− 6

(n−1) − 6
(n−2) . . . − 6

(n−i) . . . −3 −t

Then, V is isomorphic to one and only one module from the following list
(A) (n + 1)-dimensional quotients of Vλ,2λ−k, λ �= 0,−1,

• Vλ,2λ−k(n + 1), λ �= 0,−1, 1 ≤ k ≤ n;

(B) linear deformations of (n+1)-dimensional quotients V−1,−k−2 and V0,−k

• V t
−1,−k−2(n + 1), 1 ≤ k < n − 1, t ∈ K; defined by

eifj =
{

(j+i−k−1)fi+j , j �= k+1, i+j ≤ n+1,
0, i+j > n+1; ,

eifk+1 =
{

i(t(i−1)−i+2)fi+k+1, i ≤ n−k,
0, i > n−k.

(14)

• V t
0,−k(n + 1), 2 < k ≤ n, t ∈ K; it is dual to the W+-module V −t

−1,−k−2(n + 1)

V t
0,−k(n + 1) = V −t∗

−1,−k−2(n + 1);

(C) degenerate cases for k = 1, 2, n−1, n.

• V0,−2(n + 1), k = 2;
• V−1,−4(n + 1) = V ∗

0,−2(n + 1), k = n−1;
• Ṽ0,−1(n + 1), k = 1, defined by

eifj =
{

(j−1)fi+j , j ≥ 2, i+j ≤ n+1,
0, j ≥ 2, i + j > n + 1,

eif1 =
{

(i−1)fi+1, 1 ≤ i ≤ n,
0, i > n.

;

(15)
• Ṽ−1,−2−n(n + 1) = Ṽ ∗

0,−1(n + 1), k = n;
• Ṽ−2,−3(n + 1), k = 1, defined by

eifj =
{

(j+2i−1)fi+j , j ≥ 2, i+j ≤ n+1,
0, j ≥ 2, i + j > n + 1,

eif1 =
{

(i3 − i)fi+1, 1 ≤ i ≤ n,
0, i > n.

;

(16)
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• Ṽ1,−n(n + 1) = Ṽ ∗
−2,−3(n + 1), k = n.

Remark 6. (1) There is another relation of duality

V ∗
λ,2λ−k(n + 1) = V−λ−1,−2λ−2−k(n + 1).

(2) Ṽ0,−1(n + 1) = Ṽ−1,−2(n + 1), where Ṽ−1,−2(n + 1) is defined by

eifj =
{

(j+i−1)fi+j , j ≥ 2, i+j ≤ n+1,
0, j ≥ 2, i + j > n + 1,

eif1 =
{

i(i−1)fi+1, 1 ≤ i ≤ n,
0, i > n.

(17)

Undeformed modules are non-isomorphic V0,−1(n + 1) �= V−1,−2(n + 1). The
module V0,−1(n + 1) is decomposable V0,−1(n + 1) = 〈f1〉 ⊕ 〈f2, . . . , fn+1〉 and
V−1,−2(n+1) is not. However their n-dimensional submodules 〈f2, . . . , fn+1〉 are
isomorphic.

Proof. The first example Vλ,2λ−k(n+1) in the list of graded thread W+-modules
from the Theorem is absolutely ovbious, we have for all j, 1 ≤ j ≤ n

e1fj = (j + 2λ − k − 2λ)fj+1 = (j − k)fj+1.

What other graded thread W+-modules exist of the type (1, . . . , 1, 0, 1, . . . , 1)?

Lemma 4. Let V be a (n + 1)-dimensional graded thread W+-module of the
type (1, . . . , 1, 0, 1, . . . , 1) with αk = 0, 1 ≤ k ≤ n, i.e. e1fk = 0. The corre-
sponding graded W+-module V is decomposable in a direct sum of two graded
W+-modules:

V = V1 ⊕ V2, V1 = 〈f1, . . . , fk〉, V2 = 〈fk+1, . . . , fn+1〉.
if and only if βk = βk−1 = 0, i.e. e2fk−1 = 0, e2fk = 0. We denoted by
f1, . . . , fn+1 the graded basis of V .

Proof. It is evident that the subspace V2 is invariant. On the another hand,
e1fk = e2fk = e2fk−1 = 0. Hence, the subspace V1 is invariant with respect to
e1, e2 and therefore it is invariant with respect to the entire W+-action. �

Now, we have to rewrite the basic equations (3) for a module with αk = 0. It
is easy to see that one have to substitute bi by βi

αiαi+1
in (3) and then multiply

R5
i by the product αiαi+1αi+2αi+3 and R7

i by αiαi+1 . . . αi+5 respectively. We
suppose that αi=1, i �= k, αk=0. One can meet αk only in the denominators of
bk and bk−1. Hence, the new equation that involves bk is obtained from the old
one by a very simple procedure: we keep summands only of the form bkbj or
bk−1bl, for instance if 1 < k < n − 2 we have

R5
k−1 : bk+2(bk−1−bk)−bk−1(bk+1−bk+2) = bk−1−3bk,

R7
k−1 : bk+4(bk−1−3bk)−bk−1(bk+1−3bk+2+3bk+3−bk+4) =

9
10

(bk−1−5bk).

(18)
It follows from Lemma 4 that for an indecomposable module V with αk = 0

the constants bk, bk−1 can not vanish simultaneously.
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Lemma 5. Let V be a 9-dimensional graded thread W+-module defined by its
basis fk, fk+1, . . . , fk+8, and the defining set of relations:

ẽ1fk = 0, ẽ1fi = fi+1, i = k+1, . . . , k+7;
ẽ2fj = bjfj+2, j = k, . . . , k+6.

Then, V is either decomposable as a direct sum of W+-modules 〈fk〉 ⊕
〈fk+1, . . . , fk+8〉 (bk = 0) or it is indecomposable (bk �= 0) and V isomor-
phic to the one and only one graded thread W+-module with the defining set
(bk, . . . , bk+6) from the table below

module bk bk+1 bk+2 bk+3 bk+4 bk+5 bk+6

1
u �= 1 ∗ 6(u+1)

1·2
6(u+2)

2·3
6(u+3)

3·4
6(u+4)

4·5
6(u+5)

5·6
6(u+6)

6·7
2 ∗ t 6

2
6
3

6
4

6
5

6
6

3 ∗ 5
2

9
5

7
5

8
7

27
28

5
6

4 ∗ 1 9
5

7
5 1 3

4
17
28

(19)

Proof. Consider two equations with bk.

R5
k : bk(2bk+3−bk+2−1) = 0,

R7
k : bk

(
2bk+5−bk+2+3bk+3−3bk+4− 9

10

)
= 0.

(20)

Remark that if bk = 0 then for the first basis vector fk we have

e1fk = 0, e2fk = 0,

and hence the one-dimensional subspace 〈fk〉 is invariant with respect to the
entire W+-action.

If bk �= 0 we have two linear equations (20) on bk+2, bk+3, bk+4, bk+5.
Now, we can apply the description of 8-dimensional graded thread modules

from the Theorem 3. We consider the submodule 〈fk+1, . . . , fk+8〉 of V as a
8-dimensional graded thread module of the type (1, 1, . . . , 1).

(1) Coordinates bk+i = 6(u+i)
(v+i)(v+i+1) , i = 1, . . . , 6, of a point P (u, v) ∈ M1

satisfy both equations R5
k and R7

k if and only if

• u=4, v=2, i.e. bk+1= 5
2 , bk+2= 9

5 , bk+3= 7
5 , bk+4= 8

7 , bk+5=27
28 , bk+6= 5

6 ;
• v=0, i.e. bk+i=

6(u+i)
i(i+1) , i = 1, . . . , 6, u �= 0, 1.

(2) Coordinates bk+i= 6
(v+i) of a point P (v) ∈ M0

1 satisfy R5
k and R7

k also in
two cases

• v = 0, i.e. bk+1=6, bk+2=3, bk+3=2, bk+4= 3
2 , bk+5= 6

5 , bk+6=1;
• v = 1, i.e. bk+1=3, bk+2=2, bk+3= 3

2 , bk+4= 6
5 , bk+5=1, bk+6=6

7 .

Hence, we have to remove the restriction u �= 0, 1 in the first line of our table.
(3) There are only two points in M2 satisfying R5

k and R7
k:
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• x=5
2 , y= 7

4 , i.e. bk+1= 9
2 , bk+2=5

2 , bk+3= 7
4 , bk+4= 27

20 , bk+5= 11
20 , bk+6=13

14 ;
• x=9

5 , y= 7
5 , i.e. bk+1=1, bk+2= 9

5 , bk+3=7
5 , bk+4=1, bk+5= 3

4 , bk+6= 17
28 .

But the point with parameters x= 5
2 , y= 7

4 coincides with the point P ( 12 , 0) ∈
M1 with u=1

2 , v=0 that we have already considered above.
(4) Coordinates (bk+1, bk+2, . . . , bk+6) of a point P (t) ∈ M3 satisfies R5

k only
if t = 1. However P (1) does not satisfy R7

k.
(5) It is easy to verify directly that there is no point in the subsets M±

4 ,
M±

5 ,M−
6 that satisfies the equation R5

k.
(6) All points from M+

6 satisfy both equations (20). However it does not hold
for points from M−

6 . �

Corollary 3. Let V be a idecomposable (n+1)-dimensional graded thread W+-
module defined by its basis f1, f2, . . . , fn+1, n + 1 ≥ 10 and the defining set of
relations:

e1f1 = 0, e1fi = fi+1, i = 1, . . . , n;
e2fj = bjfj+2, j = 1, . . . , n−1.

then, V is isomorphic to the one and only one W+-module from the table below

module b1 b2 b3 . . . bi+1 . . . bn−1

Vλ,−1+2λ,
λ �= 0,−1 −6λ 6(−λ+1)

1·2
6(−λ+2)

2·3 . . . 6(−λ+i)
i(i+1) . . . 6(−λ+n−2)

(n−2)(n−1)

Ṽ0,−1 6 6
2

6
3 . . . 6

i+1 . . . 6
n−1

V t
−1,−3 6 t 3 . . . 6

i . . . 6
n−2

Ṽ−2,−3 6 5
2

9
5 . . . 6(4+i)

(2+i)(3+i) . . . 6(n+2)
n(n+1)

Proof. We rescaled the first vector f1 in order to fix the value of b1 (we recall that
b1 is not determined by equations R5

1 and R7
1). It is possible because e1f1 = 0.

We can conclude that if bk �= 0, then bk+1, . . . , bk+6 have the values prescribed
by Lemma 20. It follows from Theorem 1 that bk+i, 1 ≤ i ≤ s if 7 ≤ s ≤ n − 9 is
determined uniquely for all three subcases of (19)

(1) bk+i=
6(u+i)
i(i+1)

; 2) bk+i=
6
i
, ; 3) bk+i=

6(i+4)
(i+2)(i+3)

.

However, for the subcase

(4) bk=1, bk+1=1, bk+2=
9
5
, bk+3=

7
5
, bk+4=1, bk+5=

3
4
, bk+6=

17
28

.

the defining set can not be extended to a system {bk+1, . . . , bk+7}. It follows
from the fact that 4) corresponds to the point

(
1, 9

5 , 7
5 , 1, 3

4 , 17
28

)
of the subset

M2 defined in Theorem 1 by parameters x=y+2
5= 9

5 , y= 7
5 . This set can not be

extended to
(
1, 9

5 , 7
5 , 1, 3

4 , 17
28 , bk+7

)
. One can also very it directly considering the

equations R5
k+7, R

7
k+7.
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(1) For convenience of notations, we denote by V t
−1,−3 a linear deformation

of V−1,−3 (t is a parameter). It is defined by the formulas

eifj = (j + i − 2)fi+j , j �= 2, i + j ≤ n + 1,

eif2 = i(t(i − 1) − i + 2)fi+2, i ≤ n − 1.

(2) The W+-module Ṽ0,−1 is also deformed W+-module V0,−1. It is defined
by

eifj = (j + i + 1)fi+j , j ≥ 2, i + j ≤ n + 1,

eif1 = (i−1)fi+1, 1 ≤ i ≤ n.

(3) The W+-module Ṽ−2,−3 is defined by

eifj = (j + 2i − 1)fi+j , j ≥ 2, i + j ≤ n + 1,

eif1 = (i3 − i)fi+1, 1 ≤ i ≤ n.

We also substituted for convinience u = −λ. �

Lemma 6. Let V be a k + 8-dimensional graded thread W+-module defined by
its basis f1, . . . , fk, fk+1, . . . , fk+8, 2 ≤ k ≤ 8, and the defining set of relations:

e1fk = 0, e1fi = fi+1, i = 1, . . . , k−1, k+1, . . . , k+7;
e2fj = bjfj+2, j = 1, . . . , k+6.

Then, V is either decomposable as a direct sum of W+-modules 〈f1, . . . , fk〉 ⊕
〈fk+1, . . . , fk+8〉 (bk = 0) or it is indecomposable (bk �= 0) and V isomor-
phic to the one and only one graded thread W+-module with the defining set
(b1, . . . , bk+6) from the table below

module bk−i . . . bk−2 bk−1 bk bk+1 . . . bk+i . . . bk+6

1 6(u−i)
i(i−1) . . . 6(u−2)

1·2 −6(u−1) 6u 6(u+1)
1·2 . . . 6(u+i)

i(i+1) . . . 6(u+6)
6·7

2 − 6
i . . . − 6

2 0 6 t . . . 6
i . . . 6

6

3 − 6
i−1 . . . t −6 0 6

2 . . . 6
i+1 . . . 6

7

(21)

Proof. (1) Consider equations R5
k−1 and R7

k−1

R5
k−1 : bk−1(2bk+2−bk+1−1) = bk(bk+2−3),

R7
k−1 : bk−1

(
2bk+4−bk+1+3bk+2−3bk+3− 9

10

)
= 3bk

(
bk+4−3

2

)
.

(22)

In the subcase (1) from the Table (19) both equations are equivalent to

−bk−1u = bk(u−1).

Hence one can take bk = 6uγ, bk−1 = −6(u−1)γ, u �= 0, 1, γ �= 0. If u = 0
then bk = 0, if u = 1 then bk−1 = 0. After (if necessary) rescaling of fk we may
assume that γ = 1.
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In the subcase (2) we have bk �= 0, bk+1=t, bk+2= 6
2 , bk+3=6

3 , bk+4= 6
4 . Then

R5
k−1 and R7

k−1 are

bk−1 (5 − t) = 0, bk−1

(
51
10

− t

)
= 0.

That implies bk−1 = 0. We set bk = 6.
For the subcase (3) in (19) the system R5

k−1 and R7
k−1 look

bk−1
1
10

= −bk
6
5
, bk−1

3
35

= −bk
15
14

and it is inconsistent. Hence the case 3) is not extendable to the left.
The subcase (4) also leeds to a inconsistent system on unknowns bk−1 and

bk and also is not extendable.
Now, we have to study the case bk=0. As bk−1 �= 0 we remark that (22) is

equivalent to the following linear system

2bk+2−bk+1−1 = 0,

2bk+4−bk+1+3bk+2−3bk+3− 9
10

= 0.
(23)

One can remark that the Eq. (23) can be obtained from (20) just by shifting
the index k → k − 1. The mimic of the proof of the Lemma 5 will give us the
following answer (bk−1 can take arbitrary values but after rescaling (if necessary)
we may assume that bk−1=−6).

bk=0, bk+1=
6
2
, bk+2=

6
3
, bk+3=

6
4
, bk+4=

6
5
, bk+5=

6
6
, bk+6=

6
7
.

We summarize our results by means of the following table:

module bk−1 bk bk+1 bk+2 bk+3 bk+4 bk+5 bk+6

1 −6(u−1) 6u 6(u+1)
1·2

6(u+2)
2·3

6(u+3)
3·4

6(u+4)
4·5

6(u+5)
5·6

6(u+6)
6·7

2 0 6 t 3 2 3
2

6
5 1

3 −6 0 3 2 3
2

6
5 1 6

7

(24)

(2) Suppose, now, that k ≥ 3. Hence, we may consider equations R5
k−2 and

R7
k−2

R5
k−2 : bk−2bk = 3bk−1−3bk−bk−1bk+1,

R7
k−2 : bk−2bk =

9
2
bk−1−9bk−3bk−1bk+3+3bkbk+3.

(25)

For the module (1) in (24) the Eq. (25) are equivalent to one equation

bk−2u = 3u(u−2).

Hence, we take bk−2 = 3(u−2) = 6(u−2)
1·2 if u �= 0.

For the module (2) in (24) our equations imply bk−2 = −3.
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In the subcase (3) taking into account bk=0 we conclude that all values of
bk−2 are valid and we set bk−2 = t.

(3) Suppose, now, that k ≥ 4. The equations on bk−3 are the following ones

R5
k−3 : bk−3(2bk−bk−1) = bk−2bk+3bk−1−bk,

R7
k−3 : bk−3(bk−1 − 3bk) = bk+2(3bk−1−bk)−9bk−1+9bk,

(26)

For the first module (1) they are equivalent to

bk−3(3u−1) = (3u−1)(u−3), bk−3(−4u+1) = (−4u+1)(u−3).

Hence, bk−3 = u−3. For the second module (2) both equations are equivalent to
bk−3 = −2. For the module (3) we have bk−3 = −3.

(4) Let k ≥ 5. The equations on bk−4 are

R5
k−4 : bk−1(2bk−4−3bk−3+1) = 0,

R7
k−4 : bk−3(3bk−1 − 3bk) = bk−1bk+1+

9
2
bk−9bk−1,

(27)

they will give us for (1), (2), (3) respectively

(1) bk−4 =
u−4

2
, (2) bk−4 = −3

2
, (3) bk−4 = −2.

(5) The remaining cases (k ≥ 6, 7) are treated similarly to the previous
ones. �

Now considering a general case of (n+1)-dimensional graded thread W+-module
V , n + 1 ≥ 16, with e1fk = 0 we may assume that k + 8 ≤ n. If k > n − 8 ≥ 7
we take the dual W+-module V ∗ instead of V . We have for V ∗

(α∗
1, α

∗
2, . . . , α

∗
n−1, α

∗
n) = (−αn,−αn−1, . . . ,−α2,−α1).

It means that α∗
n+1−k = −αk = 0 and (n + 1 − k) + 7 ≤ 15 ≤ n.

Assuming k + 8 ≤ n, we can define a 9-dimensional subquotient Ṽ of V

Ṽ = 〈fk, . . . , fk+7, fk+8, . . . , fn〉/〈fk+8, . . . , fn〉

and apply Lemmas 5, 6 and Corollary 3.
Every graded thread W+-module Ṽ (the set (bk, . . . , bk+7)) presented in the

classification lists of Lemmas 5, 6 and Corollary 3 can be uniquely extended to
the graded thread W+-module V ((b1, . . . , bk, . . . , bk+8, . . . , bn−1). We remove
the restriction k + 8 ≤ n considering their dual modules.

The results of this classification are presented in the Table 2. �
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5 Graded Thread Modules of the Type
(1, . . . , 1, 0, 0, 1, . . . , 1).

Now, we consider modules with vanishing two consecutive αi, αi+1, i.e.

∃! k, 1 ≤ k ≤ n − 1, αk = αk+1 = 0. (28)

Modules of this type are called ”reprisé” in [3]
In [12] an infinite-dimensional graded thread W+-module Ṽgr was con-

structed, it was defined by its basis {fj , j ∈ Z} and the relations

eifj =

⎧⎨
⎩

jfi+j , j ≥ 0;
(i + j)fi+j , i + j ≤ 0, j < 0;
fi+j , i + j > 0, j < 0.

(29)

It holds for this module e1f−1 = e1f0 = 0. This module and its finite-dimensional
subquotients played the crucial role in the proof of Buchstaber’s conjecture on
Massey products in Lie algebra cohomology H∗(W+,K) [12]. It has interesting
nature, it is not a module of Vλ,μ family or its degeneration or deformation,
in some sense it is the result of gluing together of two modules: the quotient
of V−1,1 with a submodule of V0,0 and it is unique infinite-dimensional module
with the property ∃! k, αk = αk+1 = 0 [12] .

Theorem 3. Let V be a (n+1)-dimensional, n+1 ≥ 11, indecomposable graded
thread W+-module of the type (1, . . . , 1, 0, 0, 1, . . . , 1), i.e. there exists a basis
f1, . . . , fn+1 of V and ∃!k, 1 ≤ k ≤ n−1 such that:

ẽ1fi = fi+1, i = 1, . . . , k−1, k+2, . . . , n−1;
ẽ1fk = e1fk+1 = 0, ẽ2fj = bjfj+2, j = 1, . . . , n−2.

then if k �= 1, n−1, the module V is isomorphic to one and only one module from
the list

• Rk, 1 ≤ k ≤ n − 1, defined by its basis f1, . . . , fn+1 and relations

eifj =

⎧⎪⎪⎨
⎪⎪⎩

(j − k − 1)fi+j , k + 1 ≤ j ≤ n + 1, i + j ≤ n + 1;
(i + j − k − 1)fi+j , i + j ≤ k + 1, j < k + 1;
fi+j , k + 1 < i + j ≤ n + 1, j < k + 1;
0, otherwise.

(30)

• its dual module R∗
k, 1 ≤ k ≤ n − 1.

Proof. The equations that involves bk, bk+1, bk+2 will be obtained from the stan-
dard ones by a very simple procedure: we will keep the summands only of the
form bkbj , bk+1bl, bk+2bl.
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(1) Let consider the case k = 1 (and hence the dual module with k = n−2).
The first four equations R5

1, R
5
2, R

5
3, R

7
1 are:

2b1b4−b1b3−b1 = 0,

2b2b5−b2b4−b2 = 0,

2b3b6−b4b6−b3b5−(b3−3b4+3b5−b6) = 0,

b6b1−b1(b3−3b4+3b5−b6)− 9
10

b1 = 0.

(31)

If b1 = 0, then there is a decomposition V = 〈f1〉 ⊕ 〈f2, . . . , fn〉 in the sum of
two submodules, if b2 = 0 then V = 〈f2〉 ⊕ 〈f1, f3, . . . , fn〉 is also the sum of its
submodules. Hence we may assume that b1 = b2 = 1.

The system (31) with b1 = b2 = 1 has two solutions

(b3, b4, b5, b6) =
(

3, 2,
3
2
,
6
5

)
,

(
9
5
,
7
5
,
6
5
,
21
20

)
.

It follows from Proposition 5 that the module 〈f2, f3, . . . , f7〉 corresponding to
the second solution can not be extended to 〈f2, f3, . . . , f7, . . . , fn〉 with n ≥ 10.
On the another hand, one can check out that we have the only one module with

b1 = 1, b2 = 1, b3 = 3, b4 = 2, . . . , bn−2 =
6

n−3

that corresponds to the first solution.
(2) Let us suppose, now, that 2 ≤ k ≤ n−6. Then the equations

R5
k−1, R

5
k, R5

k+1, R
7
k−1 will have the following form:

−bkbk+2−bk−1bk+1+3bk = 0,

2bkbk+3−bkbk+2−bk = 0,

2bk+1bk+4−bk+1bk+3−bk+1 = 0,

−3bkbk+4−bk−1bk+1+
9
2
bk = 0.

(32)

Proposition 8. Let bk = 0 or bk−1 = bk+1 = 0 then the module V is decom-
posable.

Proof. Indeed, it follows from the first equation of the system above that if
bk = 0 then bk−1bk+1 = 0. In the case of bk−1 = bk = 0 we have the invariant
decomposition:

V = 〈f1, . . . , fk〉 ⊕ 〈fk+1, . . . , fn〉.
If bk = bk+1 = 0 then V is decomposed in another way:

V = 〈f1, . . . , fk, fk+1〉 ⊕ 〈fk+2, . . . , fn〉.
If both bk−1 = bk+1 = 0 then V is also decomposable:

V = 〈f1, . . . , fk, fk+2, . . . , fn〉 ⊕ 〈fk+1〉.
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Now, after some rescaling of the basic vectors we have to consider two possibil-
ities:

(1) bk−1 = bk = 1;
(2) bk−1 = 0, bk = bk+1 = 1.

In the first case, the system (32) has the only one solution

bk+1=0, bk+2=3, bk+3=2, bk+4=
3
2
.

In the second case, we also have the unique solution bk+2=3, bk+3=2, bk+4=3
2 .

The components bi, i > k+4 are also determined uniquely as it follows from the
Proposition 5. If we want to find bk−2 we have to suppose that k ≥ 3 and to
consider two new equations:

bk−1bk+1−bk−2bk−3bk = 0,

3bkbk+3−bk−2bk−9bk = 0.
(33)

Evidently in both cases (bk+1 = 0 or bk+1 = 1) we have the same answer
bk−2 = −3.

Now, supposing that k ≥ 4 we have two new additional equations:

2bk−3bk−bk−2bk+bk = 0,

−bkbk+2+3bk−3bk+9bk = 0.
(34)

Again it follows that bk−3 = −2 in both situations.
Let k ≥ 5. We have two equations on bk−4:

2bk−4bk−1−bk−3bk−1+bk−1 = 0,

−bk+1bk−1−3bk−4bk−9
2
bk = 0.

(35)

In both cases we have bk−4 = − 3
2 .

The last case k ≥ 6 can be treated absolutely similarly. In fact we have
obtained two graded modules:

module b1 . . . bk−2 bk−1 bk bk+1 bk+2 . . . bn−1

Rk − 6
k−1 . . . −3 1 1 0 3 . . . 6

n−k−1

R∗
n−k−1 − 6

k−1 . . . −3 0 1 1 3 . . . 6
n−k−1

The cases n−5 ≤ k ≤ n−3 follow from the previous considerations: one have to
take the corresponding dual module instead of initial one. �
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Abstract. In this chapter, we review our results concerning localized
asymptotic solutions of time-dependent Schrödinger equation on hybrid
spaces. We describe the connections of this problem to the problem of
global behavior of geodesics on Riemannian manifolds and to certain
problems of the analytic number theory.
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1 Introduction

Differential operators on hybrid spaces—topological spaces of variable dimen-
sions, obtained by connecting a number of Riemannian manifolds by arcs of
curves—are intensively studied during last decades (see, e.g., [1–5] and refer-
ences therein). The corresponding problems have various applications (quantum
theory of complex molecules, waves in thin structures, traffic problems, neural
impulses etc.). In the papers [5,6] we discussed the Cauchy problem for time-
dependent Schrödinger equation on such a space. Namely, we studied propaga-
tion of localized initial state (Gaussian packet); certain properties of the cor-
responding semi-classical asymptotics appeared to be close to the properties of
an analogous problem on a metric graph. In particular, there exists a close con-
nection between statistics of localized solutions and certain problems of analytic
number theory (for metric graphs, we studied such connections previously, see,
e.g. [7,8]). However, for hybrid spaces, the connections are more wide and depend
on the properties of geodesic flows on the corresponding Riemannian manifolds.
The nature of this correspondence is purely classical—it can be described in
terms of geodesic curves and geodesic spheres. Here we review our results on the
behavior of localized wave packets (quasi-particles) and discuss the connections
mentioned above. The proofs can be found in [5,7–9]. The proofs of the last two
statements will be published in a separate paper.
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1.1 Hybrid Spaces and Schrödinger Operators

Consider a finite number of geodesically complete smooth Riemannian manifolds
M1, . . . ,Mk dimMr ≤ 3 and a finite number of segments γ1, . . . , γs; the segments
are also endowed with metrics.

Definition 1. The hybrid space Γ is a topological space, obtained by identifying
the endpoints of the segments with certain points on the manifolds; we assume
that different endpoints of the segments are glued to the different points of the
manifolds. We will denote the points of gluing by qj , j = 1, . . . , 2s.

Remark 1. In certain papers (see, e.g., [4]) hybrid spaces are called decorated
graphs.

Remark 2. Replacing all manifolds by points, we obtain from Γ the finite metric
graph; the results of the chapter are valid for such graphs also.

Further we will always assume that Γ is connected.
Let Q be an arbitrary real valued continuous function on Γ , smooth on

the edges. Let Qj and Qr be restrictions of Q to γj and to Mr respectively.

Consider a direct sum ̂H0 =
s

⊕

j=1

(

−h2

2
d2

dz2
j

+ Qj

) k
⊕

r=1

(

−h2

2 Δr + Qr

)

with the

domain H2(Γ ) =
s

⊕

j=1

H2(γj)
k

⊕

r=1
H2(Mr). Here d2

dz2
j

is an operator of the second

derivative on γj with respect to a fixed parametrization with Neumann boundary
conditions, Δr is the Laplace–Beltrami operator on Mr.

Definition 2. The Schrödinger operator ̂H is a self-adjoint extension of the
restriction ̂H0|L, where L = {ψ ∈ H2(Γ ), ψ(qj) = 0}.

Domain of the operator ̂H contains functions with singularities in the points
qj . Namely, let G(x, q, λ) be the Green function on Mk (integral kernel of the
resolvent) of Δ, corresponding to the spectral parameter λ. This function has
the following asymptotics as x → q: G(x, q, λ) = F0(x, q) + F1, where F1 is a
continuous function and F0 is independent of λ and has the form

F0 = − c2
2π

lnρ, dimM = 2; (1)

F0 =
c3

4πρ
, dimM = 3. (2)

Here, cj(x, q) are continuous functions, cj(q, q) = 1, ρ is the geodesic distance
between x and q. The function ψ from the domain of the operator ̂H has
the following asymptotics as x → qj : ψ = αjF0(x) + bj + o(1), αj , bj ∈ C.
Now, for each endpoint of the segment (i.e. for each point q) consider a pair
ψ(q), hψ′(q) and a vector ξ = (u, v), u = (hψ′(q1), . . . , hψ′(q2s), α1, . . . , α2s),
v = (ψ(q1), . . . , ψ(q2s), hb1, . . . , hb2s). Consider a standard skew-Hermitian form
[ξ1, ξ2] =

∑4s
j=1(u

1
j v̄

2
j − v1

j ū2
j ) in C4s ⊕ C4s. Let us fix the Lagrangian plane
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Λ ⊂ C4s ⊕ C4s. Arbitrary self-adjoint extension ̂H is defined by the coupling
conditions ξ ∈ Λ or equivalently

−i(I + U)u + (I − U)v = 0,

where U is a unitary matrix defining Λ and I is an identity matrix. Physically it
is more natural to consider local coupling conditions, Λ =

⊕

q
Λq, where Λq ⊂ C4

is defined for each point q separately. Further we will always suppose that the
coupling conditions are local and the plane Λ is in general position (roughly
speaking, the coupling conditions do not have to divide Γ in several independent
parts).

A time-dependent Schrödinger equation on the graph Γ is an equation of the
form

ih
∂ψ

∂t
= ̂Hψ, h > 0. (3)

We choose initial conditions that have the form of a narrow packet localized
near the point z0, which lies on the j-th edge of Γ :

ψ(z, 0) = h−1/4K(zj) exp
(

iS0(zj)
h

)

. (4)

S0(x) = w(zj − z0)2 + p0(zj − z0),

where z0 ∈ γj , p0 ∈ R, and w is complex, with �(w) > 0, K(zj) is a cut off
function supported on the edge γj , K = 1 in the vicinity of z0. Factor h−1/4 is
introduced to ensure that the initial function ψ(zj , 0) is of order of unity in the
L2(Γ )-norm. Due to the positivity of the imaginary part of w the initial function
is localized in a small neighborhood of z0: ψ(zj , 0) = o(hN )∀N with |zj − z0| ≥
δ > 0 (δ is independent of h). We assume that 1

2p0
2 + Q(z0) > Q(z),∀z ∈ Γ ,

which guarantees that there are no turning points (see, e.g., [5,8]) on Γ . Note
that presence of turning points leads to a change of the space Γ : one has to cut
Γ by the turning points and consider the connected component of the cut space,
which contains z0. Moreover, in order to study the semiclassical asymptotics, it
is sufficient to consider the case Q = 0 (according to the Maupertuis principle,
this can be achieved by the variation of metrics on Ml, γj); we will also assume
that p0 = 1. Further we describe the asymptotics of the Cauchy problem (3)–(4),
as h → 0.

2 Dynamics of Generalized Gaussian Packets on Hybrid
Spaces

Now let Γ be a hybrid space and consider the Cauchy problem (3)–(4). If the time
t is sufficiently small, the asymptotics is described by the following well-known
statement.
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Theorem 1. The solution of the Cauchy problem (3)–(4), for t ∈ [0, T ] (T is
sufficiently small), is given by the following formula

ψ = h−1/4ϕ(zj , t)eiS(zj ,t)/h + O(
√

h), (5)

with S(zj , t) = S0(t) + P (t)(zj − Z(t)) + W (t)(zj − Z(t))2, where P (t), Z(t) are
solutions of the Hamiltonian system

ż = Hp, ṗ = −Hz, H =
1
2
|p|2, Z(0) = z0, P (0) = 1.

Functions ϕ(zj , t), S0(t) and Wj(t) are explicitly expressed in terms of the solu-
tions of the Hamiltonian system, ImWj(t) > 0.

Remark 3. This well-known statement means, that initially the packet moves
along the classical trajectory on the edge.

Now we describe what happens at the time of scattering.

2.1 Scattering on Manifold

Let Γ be a half-line, connected with a manifold M in a single point q. Let t0
be the instant of scattering (i.e. the time, when the trajectory of the classical
Hamiltonian system on the half-line reaches q). Consider the sphere in T ∗

q M :
L0 : |p| = 1. Consider the flow gt of the classical Hamiltonian system on M with
the Hamiltonian H = 1

2 |p|2 and let Lt be the shifted sphere L0: Lt = gtL0.

Theorem 2. For certain time interval t ∈ (t0, t0+ε), the solution of the Cauchy
problem (3)–(4) has the form

ψ = A(t)e
iS(z,t)

h , z ∈ R+ + O(
√

h), (6)

ψ = KLt
[B(x, t)] + O(

√
h), x ∈ M. (7)

Here, S(z, t) has the same form as in the Theorem 1), KLt
is the Maslov

canonic operator on isotropic manifold Lt with complex germ ([10]), functions
A and B can be expressed explicitly in terms of the coupling matrix U .

Remark 4. As h → 0, the support of the function ψ tends to π(Lt), where
π : T ∗M → M is the natural projection. In general, position ψ is localized
near the surface of codimension 1; we call the function KLt

[B] a generalized
Gaussian packet near the hypersurface. The set π(Lt) is called the support of the
generalized Gaussian packet.

Remark 5. Let Γ be an arbitrary hybrid space. During some time (neighborhood
of the instant t0) the solution will have the same form as described in the previous
theorem. After some time the support of the generalized Gaussian packet reaches
some gluing point q (it can coincide or not coincide with the point of the first
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scattering). At that time the packet produces one packet, propagating along the
segment, glued at the point q and another, propagating inside the manifold. Then
one of these packets reaches certain point of gluing and produces next 2 packets
etc. It is easy to see that for an arbitrary time t the number of packets localized
on the segments of Γ (not on the manifolds) can be defined as follows. Consider
the geodesic on γj , starting from z0 with the fixed unit velocity. At some instant
of time the geodesic meets one of the points of gluing q. At this instant consider
all geodesics on the corresponding manifold, starting from this point with unit
velocities as well as the geodesic on the initial segment, starting from q in the
direction, opposite to the direction of the initial geodesic. At certain instants
the geodesics meet points of gluing; we consider all geodesics (on manifolds
and on segments), starting from all these points with unit velocities. Clearly, for
arbitrary instant of time we will have a set of points on the segments, propagating
along the geodesics, and certain sets on the manifolds (union of geodesic spheres),
moving along the geodesics. We suppose that for arbitrary time t the number of
points, appearing on the segments, is finite and denote this number by N(t). This
number coincides with the number of packets; further we study the behavior of
N(t) as t → ∞.

Definition 3. The number N(t) is called the number of quasi-particles on the
edges of Γ .

3 Statistics of Quasi-Particles on a Hybrid Space

3.1 The Counting Function for Geodesics

The behavior of the function N(t) depends essentially on the properties of the
geodesic flow on Γ . Namely, for each pair (qi, qj) of the points of gluing, lying
on the same manifold Mr, consider the number mij(t) of different lengths of
geodesics on Mr, connecting qi and qj and such that these lengths are at most t
(let us remind, that we assume that this number is finite for arbitrary t). Note
that the points qi and qj can coincide. Let us denote by m(t) the sum of mij(t)
for all pairs of points, lying on the same manifolds. The asymptotics of N(t) is
defined by the asymptotics of m(t); the latter is defined by the properties of the
geodesic flows on the manifolds Mj . We will consider three different situations.

3.2 The Finite Number of Geodesic Lengths

Lengths in General Position The simplest situation takes place if the total
number of times of geodesics is finite (such situation appears, for example, if
all Mr are Euclidean or hyperbolic spaces or spheres). We denote by L1, . . . , Lp

these lengths and by l1, . . . ls the lengths of the segments.

Theorem 3. Let the set L1, . . . , Lp, l1, . . . , ls be linearly independent over the
field Q. Then the number of quasi-particles N(t) has the following asymptotics
as t → ∞

N(t) = Ctp+s−1 + o(tp+s−1), C = const. (8)
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The constant C can be computed explicitly.

Theorem 4. The constant C in the previous theorem has the form

C =

∑s
j=1 ls

22s−2(p + s − 1)!
∏s

j=1 lj
∏p

i=1 Li
(9)

Moreover, for almost all lengths the asymptotics can be computed with higher
accuracy.

Theorem 5. For almost all sets l1, . . . , ls, L1, . . . , Lp the function N(t) is
“almost polynomial”

N(t) =
p+s−1
∑

j=1

Cjt
t + o(t). (10)

Remark 6. The previous theorems are valid for the metric graphs also. In this
case one has to put p + s = E—the number of edges and 2s = v—the number
of vertices. For example, for the star graph with three edges the number of
quasi-particles equals

N(t) =
1
8

l1 + l2 + l3
l1l2l3

t2 +
1
2
(
1
l1

+
1
l2

+
1
l3

)t + o(t). (11)

Remark 7. The main step in the proof of the previous theorems is the follow-
ing: the problem of the computation of N(t) can be reduced to the problem of
computation of the number of lattice points in certain growing polyhedra. The
latter problem was studied by many experts in analytic number theory, and we
use their results for our calculation of N . For example, the proof of the Theo-
rem 5 uses the results of M. Skriganov ([11]); the formula (11) follows from the
classical paper of Hardy and Littlewood on the number of lattice points in a
triangle.

Uniform Distribution Distribution of quasi-particles on the edges of Γ
appears to be uniform. Namely, let us consider a segment Δ on arbitrary edge
of the space Γ and let NΔ(t) denote the number of quasi-particles, localized on
Δ.

Theorem 6. For almost all sets l1, . . . , ls, L1, . . . , Lp

lim
t→∞

NΔ(t)
N(t)

=
|Δ|
l

, (12)

where |Δ| denotes the length of the segment Δ and l =
∑s

j=1 lj is the total length
of the edges of Γ .
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Commensurable Lengths If the lengths of geodesics and those of the graph
edges are commensurable, the number of quasi-particles grows slower. Computer
experiments lead to the following conjecture.

Conjecture 1. Let r denote the rank of the set l1, . . . , ls, L1, . . . , Lp over Q.
Then

N(t) = Ctr−1 + o(tr−1).

The proof is unknown even for metric graphs; however, there is a number of
partial results in certain simple situations.

Proposition 1. Consider a star graph with three edges with lengths l1 =
nl0, l2 = ml0, l3, where n ∈ N,m ∈ N (GCD(n,m) = 1), and l3 is such that
rank {l1, l2, l3} over Q equals 2. Then the number of quasi-particles asymptoti-
cally equals

N(t) =
t

2

(

m + n

l3
+

1
l0

)

+ o(t).

The number of quasi-particles stops to grow in the case where all lengths are
commensurable (r = 1). The final number of quasi-particles can be computed
for metric graphs.

Proposition 2. Let Γ be a metric graph and lj = nj l0, where nj ∈ N and
GCD(n1, . . . , ns) = 1. Then, at some time the number of quasi-particles will
cease to grow and will be equal to

N = 2
s

∑

i=1

ni,

if Γ contains a cycle with the length, which is not divisible by 2l0, or

N =
s

∑

i=1

ni

otherwise.

Relation to the Frobenius Numbers Let Γ be a metric graph and let r = 1.
The natural question is: at what instant of time the number of quasi-particles
stops to grow? In the simplest cases this instant can be computed via Frobenius
number of the lengths of the graph edges. Recall that the Frobenius number
Fr(n1, ..., nk) for a given set of positive integers n1, ..., nk is the largest num-
ber that can not be represented as a linear combination of n1, ..., nk with non-
negative integer coefficients.

We will assume that all the lengths lj are integers and denote by t = 0 the
instant, when the initial quasi-particle meets the first vertex. Let us call the time
after which the number of points ceases to grow a stabilization time and denote



190 A. Shafarevich

it by tst. It is easy to see, that, if the lengths l1, · · · , ls are not relatively prime,
then

tst(l1, . . . , ls) = tst(
l1

gcd, (l1 · · · , ls)
, · · · ,

ls
gcd(l1, · · · , ls)

) · gcd(l1, · · · , ls)

so we can consider only relatively prime lengths.

Proposition 3. The stabilization time for star graph with two edges with rela-
tively prime lengths can be represented in the following form:

tst = 2(max(l1, l2) + Fr(l1, l2)).

A similar formula is valid for the star graph with three edges, but not for more
complicated graphs. We don’t know any explicit formula for the stabilization
time for an arbitrary graph.

3.3 Case of the Polynomial Growth of m(t)

Asymptotics of N(t) Suppose that the number of geodesics m(t) grows poly-
nomially as t → ∞. Such a situation takes place for the manifolds with not
very complicated geodesic flow (see examples below). Note that there are popu-
lar classes of such manifolds; in particular, so called uniformly secure ones (the
manifold is called uniformly secure, if there exists an integer R, such that for
arbitrary pair of points all geodesics, connecting these points, can be blocked
by an R-point obstacle; see, e.g. [12]). In this case the number of quasi-particles
grows in a sub-exponential way.

Theorem 7. Let m(t) = c0t
γ(1 + O(t−ε)), γ > 0, ε > 0. Let the set of lengths

Lj , lj be linearly independent over Q (i.e. any finite subset of lengths in linearly
independent). Then

log N(t) = (γ + 1)
(

c0Γ (γ + 1)ζ(γ + 1)
γγ

) 1
γ+1

t
γ

γ+1 (1 + o(1)) (13)

Here Γ (x) and ζ(x) are the Γ -function and the Riemann ζ-function.

Remark 8. This result can be generalized for the case of sets of lengths L, con-
taining linearly dependent over Q finite subsets. Namely, it is sufficient to sup-
pose that there exists a finite subset L0 ⊂ L, such that L\L0 is linearly inde-
pendent. If there is no such subset L0, the equality (13) must be replaced by the
inequality—the right hand side defines the upper bound for N .

Examples 1. Hybrid space, obtained by gluing an interval to a cylinder
Let us consider a circular cylinder M1 ⊂ R3 with a length of a circle equal to b
with the induced metric. Let the points q1 and q2 lie on a ruling of the cylinder
at the distance a from each other. We glue a segment to these two points. The
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lengths of geodesics are equal to
√

(nb)2 + a2, n ∈ N; for almost all real a and
b they are linearly independent over Q and

log N(t) =

√

2
3b

π t
1
2 (1 + o(1))

Remark 9. Note that for b = 1 the latter formula coincides with the Hardy—
Ramanujan formula for the number N(t) of partitions of an integer t.

2. Hybrid space obtained by gluing an interval to a flat torus
Let us consider a flat 2D torus M1 with fundamental cycles of lengths a and b. Let
us consider a fundamental rectangle with sides a, b and take points q1 = (0, 0),
q2 = (c, d) in it. We glue a segment to these points.

Then for almost all a, b, c, d

log N(t) = 3
(

5π

8ab
ζ(3)

) 1
3

t
2
3 (1 + o(1)).

The analogous formula for 3D torus with fundamental cycles a, b, c has the
form

log N(t) = 4
( π

3abc
ζ(4)

) 1
4

t
3
4 (1 + o(1)).

3.4 Exponential Growth of m

Finally, we suppose that the function m(t) grows exponentially. Note that this
case is typical for geodesic flows with positive topological entropy: if M is a
compact Riemannian manifold, then the topological entropy H of the geodesic
flow equals

H = lim
t→∞

1
t

log
∫

M×M

mx,y(t)dxdy,

where mx,y(t) denotes the number of geodesics with the lengths at most t, con-
necting the points x and y. Moreover, if M does not have conjugate points (this
is the case, for example, for compact surfaces of constant negative curvature),
then for arbitrary pair of points x, y

H = lim
t→∞

1
t

log mx,y(t).

([12,13])

Theorem 8. Let log m(t) = Ht(1 + t−ε), ε > 0. Let the set of lengths Lj , lj be
linearly independent over Q (i.e. any finite subset of lengths in linearly indepen-
dent). Then

log N(t) = Ht(1 + o(1)). (14)
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Remark 10. This result can be generalized for the case of sets of lengths L,
containing linearly dependent over Q finite subsets. Namely, it is sufficient to
suppose that there exists a finite subset L0 ⊂ L, such that L\L0 is linearly
independent. If there is no such subset L0, the equality (14) must be replaced
by the inequality—the right hand side defines the upper bound for N .

Sometimes one can obtain a more detailed estimate.

Proposition 4. Let m(t) = eHt(b0 + b1(Ht)−1 +O(t−2)), If there exists a finite
subset L0 ⊂ L such that all numbers from L \ L0 are linearly independent over
Q, then ∀j = 0, . . . ,m

log N(t) = Ht + 2
√

b0Ht +
(b1

2
− 3

4

)

log t + O(1).

In the opposite case, this equality turns into upper bound.

4 Abstract Prime Numbers Distributions

The main steps in the proofs of the previous theorems are following: the problem
of the computation of N(t) can be reduced to the problem of the analytic number
theory. Namely, consider an arithmetic semigroup

G = ⊕j∈JZ+,

where J is a countable set, and a homomorphism ρ : G → R+, such that for
arbitrary t ∈ R+ the set of elements g ∈ G with ρ(g) ≤ t is finite. We can
identify elements j ∈ J with the corresponding generators of Z+. Consider two
functions

m(t) = �{j ∈ J |ρ(j) ≤ t}, N(t) = �{g ∈ G, ρ(g) ≤ t}.

The direct (inverse) problem of abstract primes distribution is the following
question. If one knows the asymtotics of N (m), how to compute the asymptotics
of m (N)?

Remark 11. If J is the set of primes and ρ(j)=log j, then m(log t) is the distri-
bution function of primes and N(t) is the integral part of t.

If J is the set of integers and ρ(j) = j then N(t) is the number of partitions
of integer t and m(t) = t.

The result of the previous sections follow from the results, obtained in
[14–17]; these results give the solution of the inverse problem of abstract primes
distribution for the cases of polynomial and exponential growths of m(t).
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Abstract. We consider the semilinear normal parabolic equation (NPE)
corresponding to the 3D Helmholtz system with periodic boundary con-
ditions. First, we recall the main definitions and results associated with
the NPE including a result on stabilization to zero of the solution for
NPE with arbitrary initial condition by starting control. The main con-
tent of the paper is to study properties of stabilized solution of NPE.
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3D Helmholtz system · Stabilisation theory · Navier-Stokes equations

1 Introduction

The purpose of this article is to develop the theory of the nonlocal stabilization
by starting control for the normal parabolic equations generated from a three-
dimensional Helmholtz system with periodic boundary conditions. Such theory
has been constructed first for NPE associated with the Burgers equation (see
[3,6]), and after that for NPE associated with the Helmholtz system in [7].

Recall the setting of non-local stabilization problem by starting control for
NPE corresponding to the 3D Helmholtz system: Let 0 < aj < bj < 2π, j =
1, 2, 3 be fixed. Given a divergence free initial condition y0(x) for NPE associated
with the 3D Helmholtz system, find a divergence free starting control u0(x)
supported in [a1, b1] × [a2, b2] × [a3, b3] ⊂ T

3 such that the solution y(t, x) of
NPE with initial condition y0 + u0 satisfies the inequality

‖y(t, ·)‖L2(T3) ≤ α‖y0 + u0‖L2(T3)e
−t, ∀t > 0, (1)
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with some α > 1. Here, T3 = (R/2πN)3 is the torus that is the definition area
for periodic functions.

The problem formulated above has been solved in [7]. Namely, it has been
proved that the NPE with arbitrary initial condition y0 can be stabilized by
starting control in the form

u0(x) = Fy0 − λu(x), (2)

where Fy0 is a certain feedback control with feedback operator F constructed
by some technic of local stabilization theory (see [4,5]), λ > 0 is a constant,
depending on y0, and u is a universal function, depending only on a given arbi-
trary parallelepiped [a1, b1]×[a2, b2]×[a3, b3] ⊂ T

3, which contains the support of
control u0. The following estimate is the key one for the proof of the stabilization
result:∫

T3
((S(t, x;u),∇) curl−1 S(t, x;u),S(t, x;u))dx > 3βe−18t, ∀ t ≥ 0, (3)

where S(t, x;u) is the solution of the Stokes equation with initial condition u
and β > 0 is some constant.

The proof of the estimate (3) is quite complicated, and has been made in
[3,6,7].

In this paper, we develop the stabilization result indicated above. The point
is that our strategic aim is to extend this result from NPE to the Helmholtz
system. In order to do this, we need to establish some additional properties of
the stabilized solution. The first of them is the following estimate of a stabilized
solution y(t, x; v), where v = y0 + u0 = y0 + Fy0 − λu:

‖y(t, ·; v)‖ ≤ ‖v‖e−t

1 + β
16‖v‖(1 − e−16t)

, (4)

where β is the constant from (3). Henceforth, we use the notation

‖ · ‖ = ‖ · ‖L2(T3) (5)

The bound (4) implies one important corollary. To formulate it, recall first
the following property of NPE: 1

There exists r0 > 0 such that for each initial condition y0 with ‖y0‖ ≤ r0,
the solution y(t, x; y0) of NPE satisfies

‖y(t, ·; y0)‖ ≤ 2‖y0‖e−t, as t → ∞. (6)

An important corollary of the bound (4) is formulated as follows:
There exists instant t0 such that the solution of NPE with initial condition

v = y0 + u0 satisfies ‖y(t0, ·; v)‖ ≤ r0, and t0 does not depend on ‖v‖.

1 Of course, many other equations including the Helmholtz system possess this prop-
erty.
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This property as well as the estimate (4) are obtained in the Sect. 4.
In Sect. 2, we remind the definitions and some facts concerning NPE associ-

ated with the 3D Helmholtz system. Section 3 is devoted to the formulation of
the main stabilization result, the formulation of the result related to the estimate
(3) and the definition of feedback operator F from (2). At last, in Subsect. 3.4, we
present the derivation of the main nonlocal stabilization result from the bound
(3) in more details than in [7]. This simplifies our considerations in the Sect. 4.

2 Semilinear Parabolic Equation of Normal Type

In this section, we recall the basic information on parabolic equations of normal
type corresponding to 3D Helmholtz system: their derivation, an explicit formula
for solutions, a theorem on the existence and uniqueness of solution for normal
parabolic equations and the structure of their dynamics. These results have been
obtained in [1,2].

2.1 Navier-Stokes Equations

Let us consider the 3D Navier-Stokes system

∂tv(t, x) − Δv(t, x) + (v,∇)v + ∇p(t, x) = 0, div v = 0, (7)

with periodic boundary conditions

v(t, . . . , xi, . . .) = v(t, . . . , xi + 2π, . . .), i = 1, 2, 3, (8)

and initial condition
v(t, x)|t=0 = v0(x), (9)

where t ∈ R+, x = (x1, x2, x3) ∈ R
3, v(t, x) = (v1, v2, v3) is the velocity

vector field of fluid flow, ∇p is the gradient of pressure, Δ is the Laplace
operator, (v,∇)v =

∑3
j=1 vj∂xj

v. The periodic boundary conditions (8) mean
that Navier-Stokes equations (7) and initial conditions (9) are defined on torus
T
3 = (R/2πZ)3.

For each m ∈ Z+ = {j ∈ Z : j ≥ 0} we define the space

V m = V m(T3) = {v(x) ∈ (Hm(T3))3 : div v = 0,

∫
T3

v(x)dx = 0} (10)

where Hm(T3) is the Sobolev space.
It is well-known, that the nonlinear term (v,∇)v in problem (7)–(9) satisfies

relation ∫
T3

(v(t, x),∇)v(t, x) · v(t, x)dx = 0.

Therefore, multiplying (7) scalarly by v in L2(T3), integrating by parts by
x, and then integrating by t, we obtain the well-known energy estimate

∫
T3

|v(t, x)|2dx + 2
∫ t

0

∫
T3

|∇xv(τ, x)|2dxdτ ≤
∫
T3

|v0(x)|2dx, (11)
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which allows to prove the existence of a weak solution for (7)–(9). But, as is well-
known, scalar multiplication of (7) by v in V 1(T3) does not result into an analog
of estimate (11). Nevertheless, such kind of expression will be useful for us. More
precisely, we will consider the scalar product in V 0 of Helmholtz equations by
its unknown vector field (which is equivalent).

2.2 Helmholtz Equations

Using problem (7)–(9) for fluid velocity v, let us derive the similar problem for
the curl of velocity

ω(t, x) = curl v(t, x) = (∂x2v3 − ∂x3v2, ∂x3v1 − ∂x1v3, ∂x1v2 − ∂x2v1), (12)

from it.
It is well-known from vector analysis, that

(v,∇)v = ω × v + ∇|v|2
2

, (13)

curl(ω × v) = (v,∇)ω − (ω,∇)v, if div v = 0, div ω = 0, (14)

where ω ×v = (ω2v3 −ω3v2, ω3v1 −ω1v3, ω1v2 −ω2v1) is the vector product of ω
and v, and |v|2 = v2

1 + v2
2 + v2

3 . Substituting (13) into (7) and applying the curl
operator to both sides of the obtained equation, taking into account (12), (14)
and formula curl∇F = 0, we obtain the Helmholtz equations

∂tω(t, x) − Δω + (v,∇)ω − (ω,∇)v = 0, (15)

with initial conditions

ω(t, x)|t=0 = ω0(x) := curl v0(x), (16)

and periodic boundary conditions.

2.3 Derivation of Normal Parabolic Equations (NPE)

Using decomposition into Fourier series

v(x) =
∑
k∈Z3

v̂(k)ei(k,x), v̂(k) = (2π)−3

∫
T3

v(x)e−i(k,x)dx, (17)

where (k, x) = k1 · x1 + k2 · x2 + k3 · x3, k = (k1, k2, k3), and the well-known
formula curl curl v = −Δv, if div v = 0, we see that inverse operator to curl is
well-defined on space V m and is given by the formula

curl−1ω(x) = i
∑
k∈Z3

k × ω̂(k)
|k|2 ei(k,x). (18)
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Therefore, operator curl : V 1 �→ V 0 realizes an isomorphism of the spaces,
thus, a sphere in V 1 for (7)–(9) is equivalent to a sphere in V 0 for the problem
(15)–(16).

Let us denote the nonlinear term in Helmholtz system by B:

B(ω) = (v,∇)ω − (ω,∇)v, (19)

where v can be expressed in terms of ω using (18).
Multiplying (19) scalarly by ω = (ω1, ω2, ω3) and integrating by parts, we

obtain the expression

(B(ω), ω)V0 = −
∫
T3

3∑
j,k=1

ωj∂jvkωkdx, (20)

which, generally speaking, is not zero. Hence, the energy estimate for solutions
of 3D Helmholtz system is not fulfilled. In other words, operator B allows the
decomposition

B(ω) = Bn(ω) + Bτ (ω), (21)

where vector Bn(ω) is orthogonal to the sphere Σ(‖ω‖V 0) = {u ∈ V 0 : ‖u‖V 0 =
‖ω‖V 0} at the point ω, and vector Bτ is tangent to Σ(‖ω‖V 0) at ω. In general,
both terms in (21) are not equal to zero. Since the presence of Bn, and not of
Bτ , prevents the fulfillments of the energy estimate, it is plausible that just Bn

generates the possible singularities in the solution. Therefore, it seems reasonable
to omit the Bτ term in Helmholtz system and study first the analog of (15) where
the nonlinear operator B(ω) is replaced with Bn(ω). We will call the resulting
equations the normal parabolic equations.

Let us now derive the NPE corresponding to (15)–(16).
Since summand (v,∇)ω in (19) is tangential to vector ω, the normal part

of operator B is defined by the summand (ω,∇)v. We shall seek it in the form
Φ(ω)ω, where Φ is the unknown functional, which can be found from equation

∫
T3

Φ(ω)ω(x) · ω(x)dx =
∫
T3

(ω(x),∇)v(x) · ω(x)dx. (22)

According to (22),

Φ(ω) =
{∫

T3(ω(x),∇) curl−1 ω(x) · ω(x)dx/
∫
T3 |ω(x)|2dx, ω �= 0,

0, ω ≡ 0,
(23)

where curl−1 ω(x) is defined in (18).
Thus, we arrive at the following system of normal parabolic equations corre-

sponding to Helmholtz equations (15):

∂tω(t, x) − Δω − Φ(ω)ω = 0, div ω = 0, (24)

ω(t, . . . , xi, . . .) = ω(t, . . . , xi + 2π, . . .), i = 1, 2, 3, (25)

where Φ is the functional defined in (23).
Further, we study problem (24), (25) with initial condition (16).
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2.4 Explicit Formula for Solution of NPE

In this subsection, we remind the explicit formula for the NPE solution.

Lemma 2.1 Let S(t, x;ω0) be the solution of the following Stokes system with
periodic boundary conditions:

∂tz − Δz = 0, div z = 0; (26)
z(t, ..., xi + 2π, ...) = z(t, x), i = 1, 2, 3; (27)

z(0, x) = ω0, (28)

i.e. S(t, x;ω0) = z(t, x). 2 Then, the solution of problem (24) with periodic bound-
ary conditions and initial condition (16) has the form

ω(t, x;ω0) =
S(t, x;ω0)

1 − ∫ t

0
Φ(S(τ, ·;ω0))dτ

. (29)

One can see the proof of this Lemma in [1,2].

2.5 Properties of the Functional Φ(u)

Let s ∈ R. By definition, the Sobolev space Hs(T3) is the space of periodic real
distributions with finite norm

‖z‖2Hs(T3) ≡ ‖z‖2s =
∑

k∈Z3\{0}
|k|2s|ẑ(k)|2 < ∞, (30)

where ẑ(k) are the Fourier coefficients3 of the function z.
We shall use the following generalization of the spaces (10) of solenoidal

vector fields:

V s ≡ V s(T3) =
{

v(x) ∈ (Hs(T3))3 : div v(x) = 0,
∫
T3

v(x) dx = 0
}

, s ∈ R.

(31)

Lemma 2.2 Let Φ(u) be the functional (23). Then, there exists a constant c > 0
such that, for every u ∈ V 3/2,

|Φ(u)| ≤ c‖u‖3/2. (32)

2 Note that because of periodic boundary conditions the Stokes system should not
contain the pressure term ∇p.

3 Strictly speaking, one needs to add |ẑ(0)|2 to the right-hand side of (30). However,
we did not do this, since starting from (31) it will be assumed that this Fourier
coefficient is zero.
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Proof. The estimate

|Φ(u)| ≤
‖u‖2L3(T3)‖∇ curl−1 u‖L3(T3)

‖u‖20
≤ c

‖u‖31/2

‖u‖20
≤ c

‖u‖20‖u‖3/2

‖u‖20
= c‖u‖3/2

(33)
follows from definition (23), Sobolev’s embedding theorem (according to which
H1/2(T3) ⊂ L3(T3)) and the interpolation inequality ‖v‖31/2 ≤ c‖v‖20‖v‖3/2.

Lemma 2.3 Let Φ be the functional (23). For any β < 1/2, there exists a con-
stant c1 > 0 such that

∣∣∣∣
∫ t

0

Φ(S(τ ; y0)) dτ

∣∣∣∣ ≤ c1‖y0‖−β (34)

for any y0 ∈ V −β(T3) and t > 0. Here, S(t; y0) is the solution operator of
problem (26), (27), (28). 4

Proof. Using (32) and the representation of the solution of problem
(26), (27), (28) in terms of the Fourier series, we see that

∣∣∣∣
∫ t

0

Φ(S(τ ; y0)) dτ

∣∣∣∣ ≤ c

∫ t

0

e−τ/2

⎛
⎝∑

k �=0

(|ŷ0(k)|2|k|−2β)|k|3+2βe−(k2−1)τ

⎞
⎠

1/2

dτ,

(35)
where ŷ0(k) are the Fourier coefficients of the function y0. The solution ρ̂ = ρ̂(t)
of the extremal problem

f(t, ρ) = ρ3+2βe−(ρ2−1)t → max, ρ ≥ 1,

is given by ρ̂(t) =
√

3+2β
2t . We also have

f(t, ρ̂(t)) =

⎧⎨
⎩

(
3+2β
2t

) 3+2β
2

e−(3+2β−2t)/2, t ≤ 3+2β
2 ,

1, t ≥ 3+2β
2 .

(36)

Substituting (36) into (35), we arrive at (34), the result required.

Remark 2.1 In view of Lemma 2.3, the functional on the left of (34) is well-
defined for y0 ∈ V −β(T3) with β < 1/2. In particular, Lemma 2.3 and (29) show
that the solution of problem (24), (25), (16) is well-defined for any initial data
y0 ∈ V 0 and is infinitely differentiable in these variables for each x ∈ T

3 and
t ∈ (0, T ) where T depends on initial condition y0.

In the following two sections we will justify the choice of the space V 0 as the
phase space of the corresponding dynamical system.

4 Here and below we use for brevity notation S(t; y0) instead of S(t, ·; y0)
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2.6 Unique Solvability of NPE

Let QT = (0, T ) × T
3, T > 0 or T = ∞. The following space of solutions for

NPE will be used:

V 1,2(−1)(QT ) = L2(0, T ;V 1) ∩ H1(0, T ;V −1)

We look for solutions ω(t, x;ω0) satisfying

Condition 2.1 If the initial condition ω0 ∈ V 0\{0} and the solution ω(t, x;ω0) ∈
V 1,2(−1)(QT ), then ω(t, ·, ω0) �= 0, ∀t ∈ [0, T ].

Theorem 1. For each ω0 ∈ V 0 there exists T > 0 such that there exists unique
solution ω(t, x;ω0) ∈ V 1,2(−1)(QT ) of the problem (24), (25), (16) satisfying
Condition (2.1)

Theorem 2. The solution ω(t, x;ω0) ∈ V 1,2(−1)(QT ) of the problem
(24), (25), (16) depends continuously on initial condition ω0 ∈ V 0.

One can see the proof of these Theorems in [2].

2.7 Structure of Dynamical Flow for NPE

We will use V 0(T3) ≡ V 0 as the phase space for problem (24), (25), (16).

Definition 2.1 The set M− ⊂ V 0 of ω0, such that the corresponding solution
ω(t, x;ω0) of problem (24), (25), (16) satisfies inequality

‖ω(t, ·;ω0)‖0 ≤ α‖ω0‖0e−t, ∀t > 0,

is called the set of stability. Here, α > 1 is a fixed number depending on ‖ω0‖0.
Definition 2.2 The set M+ ⊂ V 0 of ω0, such that the corresponding solution
ω(t, x;ω0) exists only on a finite time interval t ∈ (0, t0) and blows up at t = t0,
is called the set of explosions.

Definition 2.3 The set Mg ⊂ V 0 of ω0, such that the corresponding solution
ω(t, x;ω0) exists for time t ∈ R+, and ‖ω(t, x;ω0)‖0 → ∞, as t → ∞, is called
the set of growing.

Lemma 2.4 (see [2]) Sets M−,M+,Mg are not empty, and M− ∪ M+ ∪ Mg =
V 0.
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2.8 On a Geometrical Structure of Phase Space

Let us define the following subsets of unit sphere: Σ = {v ∈ V 0 : ‖v‖0 = 1} in
the phase space V 0:

A−(t) = {v ∈ Σ :
∫ t

0

Φ(S(τ, v))dτ ≤ 0}, A− = ∩t≥0A−(t),

B+ = Σ \ A− ≡ {v ∈ Σ : ∃t0 > 0
∫ t0

0

Φ(S(τ, v))dτ > 0},

∂B+ = {v ∈ Σ : ∀t > 0

∫ t

0

Φ(S(τ, v))dτ ≤ 0 and ∃t0 > 0 :

∫ t0

0

Φ(S(τ, v))dτ = 0}.

We introduce the following function on sphere Σ:

B+ � v → b(v) = max
t≥0

∫ t

0

Φ(S(τ, v))dτ. (37)

Evidently, b(v) > 0 b(v) → 0 as v → ∂B+. Let us define the map Γ (v):

B+ � v → Γ (v) =
1

b(v)
v ∈ V 0. (38)

It is clear that ‖Γ (v)‖0 → ∞, as v → ∂B+. The set Γ (B+) divides V 0 into two
parts:

V 0
− = {v ∈ V 0 : [0, v] ∩ Γ (B+) = ∅},

V 0
+ = {v ∈ V 0 : [0, v) ∩ Γ (B+) �= ∅}.

Let B+ = B+,f ∪ B+,∞ where

B+,f = {v ∈ B+ : max in (37) is achived at t < ∞},

B+,∞ = {v ∈ B+ : max in (37) is not achived at t < ∞}.

Theorem 3. (see [2]) M− = V 0
−, M+ = V 0

+ ∪ B+,f , Mg = B+,∞

3 Stabilization of Solution for NPE by Starting Control

3.1 Formulation of the Main Result on Stabilization

We consider the semilinear parabolic equations (24):

∂ty(t, x) − Δy(t, x) − Φ(y)y = 0 (39)

with periodic boundary condition

y(t, . . . , xi + 2π, . . .) = y(t, x), i = 1, 2, 3, (40)
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and an initial condition

y(t, x)|t=0 = y0(x) + u0(x). (41)

Here, Φ is the functional defined in (23), y0(x) ∈ V 0(T3) is an arbitrary given
initial datum and u0(x) ∈ V 0(T3) is a control. The phase space V 0 is defined in
(10).

We assume that u0(x) is supported on [a1, b1] × [a2, b2] × [a3, b3] ⊂ T
3 =

(R/2πZ)3:
suppu0 ⊂ [a1, b1] × [a2, b2] × [a3, b3] (42)

(here we treat the torus T
3 as the cube [0, 2π]3 where 0 and 2π are identified).

Our goal is to find for every given y0(x) ∈ V 0(T3) a control u0 ∈ V 0(T3)
satisfying (42) such that there exists unique solution y(t, x; y0+u0) of (39)–(41),
and this solution satisfies the estimate

‖y(t, ·; y0 + u0)‖0 ≤ α‖y0 + u0‖0e−t, ∀t > 0, (43)

with a certain α > 1.
By Definition 2.1 of the set of stability M− inclusion y0 ∈ M− implies esti-

mate (43) with u0 = 0. Therefore, the formulated problem is reach of content
only if y0 ∈ V 0 \ M− = M+ ∪ Mg. Note that, without loss of generality, the last
inclusion can be changed on y0 ∈ V 1/2\M−. Indeed, in virtue of explicit formula
(29) the solution y(t, ·; y0) of NPE belongs to C∞(T3) for arbitrary small t > 0.
Hence, if y0 ∈ V 0 we can shift on small t, take y(t, ·; y0) as initial condition and
apply to it stabilization construction.

The following main theorem holds:

Theorem 4. Let y0 ∈ V 1/2\M− be given. Then, there exists a control u0 ∈ V 0∩
(L3(T3))3 satisfying (42) such that there exists a unique solution y(t, x; y0 + u0)
of (39)–(41), and this solution satisfies bound (43) with a certain α > 1.

Below we will indicate the main steps of this theorem proof.

3.2 Formulation of the Main Preliminary Result

To rewrite condition (42) in more convenient form, let us first perform the change
of variables in (39)–(41):

x̃i = xi − ai + bi

2
, i = 1, 2, 3,

and denote

ỹ(t, x̃) = y

(
t, x̃1 +

a1 + b1
2

, x̃2 +
a2 + b2

2
, x̃3 +

a3 + b3
2

)
,

ỹ0(x̃) = y0

(
x̃1 +

a1 + b1
2

, x̃2 +
a2 + b2

2
, x̃3 +

a3 + b3
2

)
,

ũ0(x̃) = u0

(
x̃1 +

a1 + b1
2

, x̃2 +
a2 + b2

2
, x̃3 +

a3 + b3
2

)
.

(44)
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Then, substituting (44) into relations (39)–(41), (43) and omitting the tilde
sign, these relations remain unchanged, while inclusion (42) transforms into

suppu0 ⊂ [−ρ1, ρ1] × [−ρ2, ρ2] × [−ρ3, ρ3], (45)

where ρi =
bi − ai

2
∈ (0, π), i = 1, 2, 3.

Below we consider stabilization problem (39)–(41), (43) with condition (45)
instead of (42).

We look for a starting control u0(x) of the form

u0(x) = u1(x) − λu(x), (46)

where the component u1(x) and the constant λ > 0 will be defined later and
the main component u(x) is defined as follows. For given ρ1, ρ2, ρ3 ∈ (0, π) we
choose p ∈ N such that

π

p
≤ ρi, i = 1, 2, 3, (47)

and denote by χπ
p
(α) the characteristic function of interval (−π

p , π
p ):

χπ
p
(α) =

{
1, |α| ≤ π

p ,

0, π
p < |α| ≤ π.

(48)

Then, we set

u(x) =
ũ

‖ũ‖0
with ũ(x) = curl curl(χ π

p
(x1)χ π

p
(x2)χ π

p
(x3)w(px1, px2, px3), 0, 0),

(49)
where

w(x1, x2, x3) =
3∑

i,j,k=1
i<j,k �=i,j

ak(1+cos xk)(sin xi+
1
2

sin 2xi)(sin xj +
1
2

sin 2xj), (50)

a1, a2, a3 ∈ R.

Proposition 3.1 The vector field u(x) defined in (47)–(50) possesses the fol-
lowing properties:

u(x) ∈ V 0(T3) ∩ (L∞(T3)3), suppu ⊂ ([−ρ, ρ])3, ‖u‖0 = 1. (51)

Proof. For each j = 1, 2, 3 function w(x1, x2, x3) defined in (50)
and ∂jw equal to zero at xj = ±π. That is why using notations χπ

p
(x) =

χπ
p
(x1)χπ

p
(x2)χπ

p
(x3), w(px) = w(px1, px2, px3) we obtain

curl(χπ
p
(x)(w(px), 0, 0)) = pχπ

p
(x)(0, ∂3w(px),−∂2w(px)) ∈ (H1(T3))3, (52)

u(x) = p2χπ
p
(x)(−∂22w(px) − ∂33w(px), ∂12w(px),−∂13w(px)) ∈ (H0(T3))3.

(53)
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Evidently, vector field (53) satisfies also the inclusion

u(x) ∈ (L∞(T3))3

Applying the operator div to vector field (53) and performing direct calculations
in the space of distributions, it follows that div u(x) = 0. Hence, u(x) ∈ V 0(T3).
The second and third relations in (51) are evident.

Let us consider the boundary value problem for the system of three heat
equations

∂tS(t, x;u) − ΔS(t, x;u) = 0, S(t, x)|t=0 = u(x), (54)

with periodic boundary condition. (Since by Proposition 3.1 div u(x) = 0, we
get that div S(t, x;u) = 0 for t > 0, and therefore system (54) in fact is equal to
the Stokes system.)

The following theorem is true:

Theorem 5. For each ρ := π/p ∈ (0, π) the function u(x) defined in (49)–
(50) by a natural number p satisfying (47) and the characteristic function (48)
satisfies the estimate:

∫
T 3

((S(t, x;u),∇) curl−1 S(t, x;u),S(t, x;u))dx > 3βe−18t, ∀ t ≥ 0, (55)

with a positive constant β.

The proof of Theorem 5 is given in [7]. This theorem is the main and the
most difficult step of Theorem’s 4 proof.

3.3 Intermediate Control

To avoid certain difficulties with the proof of Theorem 4, we have to include
additional control that eliminates some Fourier coefficients in given initial con-
dition y0 of our stabilization problem. We will use the techniques developed in
local stabilization theory (see [4,5] and references therein).

Let us consider the following decomposition of the phase space: V 0 = V+⊕V−,
where

V+ = {v ∈ V 0 : v(x) =
∑

0<|k|2<18

vkei(k,x), vk ∈ C
3, k · vk = 0, v−k = vk}, (56)

where, recall vk means complex conjugation of vk, k = (k1, k2, k3), |k|2 = k2
1 +

k2
2 + k2

3, and
V− = V 0 � V+. (57)
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Theorem 6. There exists a linear feedback operator F ,

F : V 0(T3) �→ V 1
00(Ω) := {y(x) ∈ V 1(T3) : supp y ⊂ Ω}, (58)

where Ω = {x ∈ ([−ρ, ρ])3 : |x|2 ≤ ρ2} ⊂ T
3, ρ = π/p, p ∈ N \ {1}, such that for

every y ∈ V 0

y + Fy ∈ V− , (59)

where V− is the subset of V 0 defined in (56)–(57)

The proof of Theorem 6 see in [7].
The component u1(x) of the control (46) is defined as follows:

u1 = Fy0 (60)

where F is the operator defined in Theorem 6, and y0 is initial condition from
stabilization problem (39), (40), (41).

3.4 Proof of the Stabilization Result

In this subsection we prove Theorem 4 using Theorems 5, 6. We take control
(46) as a desired one where vector-functions u1(x), u(x) are defined in (60) and
(49)–(50), respectively, and λ � 1 is a parameter.

In virtue of explicit formula (29) for solution of NPE, in order to prove the
desired result it is enough to choose parameter λ in such way that the function

1 −
∫ t

0

Φ(S(τ, ·; y0 + u1 − λu))dτ, (61)

for each t > 0 is bounded from below by a positive constant independent of t.
For this aim we estimate the function −Φ(S(t, ·; z0 − λu)) where z0 = y0 + u1 =
y0 + Fy0. In virtue of Theorem 6 z0 ∈ V−, where V− is the subset of the phase
space defined in (56), i.e. Fourier coefficients of z0 satisfy the condition

ẑ0(k) = 0 for |k|2 = k2
1 + k2

2 + k2
3 < 18. (62)

Let us denote the nominator of functional Φ defined in (23) as follows:

Ψ(y1, y2, y3) =
∫

T 3
((y1,∇)curl−1y2, y3)dx, Ψ(y) = Ψ(y, y, y) (63)

and prove the estimate

− Ψ(S(t, ·; z0 − λu)) > 2βλ3e−18t for λ � 1, (64)

where β is the positive constant from Theorem 5.
According to Theorem 5,

Ψ(S(t, ·;u)) ≥ 3βe−18t, β > 0. (65)
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From definition (63) of Ψ ,

− Ψ(S(t, z0 − λu)) = λ3Ψ(S(t, u)) − λ2(Ψ(S(t, u),S(t, u),S(t, z0))+
Ψ(S(t, u),S(t, z0),S(t, u)) + Ψ(S(t, z0),S(t, u),S(t, u)))+
λ(Ψ(S(t, u),S(t, z0),S(t, z0)) + Ψ(S(t, z0),S(t, u),S(t, z0))+
Ψ(S(t, z0),S(t, z0),S(t, u))) − Ψ(S(t, z0)).

(66)

In virtue of Sobolev embedding theorem and definition (63) we obtain

|Ψ(y1, y2, y3)| ≤ ‖y1‖L3(T3)‖∇curl−1y2‖L3‖y3‖L3 ≤
c′
2‖y1‖L3(T3)‖y2‖L3‖y3‖L3 ≤ c2‖y1‖V 1/2‖y2‖V 1/2‖y3‖V 1/2 .

(67)

Besides, (67) implies

|Ψ(y1, y2, y3)| ≤ c2‖y1‖L∞(T3)‖y2‖L∞‖y3‖L∞ . (68)

Using (65)–(68) we get inequalities

− Ψ(S(t, z0 − λu)) > 3βλ3e−18t − c
(
λ2‖S(t, u)‖2V 1/2‖S(t, z0)‖V 1/2 +

λ‖S(t, u)‖V 1/2‖S(t, z0)‖2V 1/2 + ‖S(t, z0)‖3V 1/2

) (69)

and

− Ψ(S(t, z0 − λu)) > 3βλ3e−18t − c
(
λ2‖S(t, u)‖2L∞‖S(t, z0)‖V 1/2 +

λ‖S(t, u)‖L∞‖S(t, z0)‖2V 1/2 + ‖S(t, z0)‖3V 1/2

)
.

(70)

Let us show that for a fixed small enough t0 > 0

‖S(t, u)‖V 1/2 ≤ et0−1/4

√
2t

1/4
0

‖u‖V 0e−t, ∀t > t0. (71)

In virtue of (54) for a fixed small enough t0 > 0

‖S(t, u)‖2
V 1/2 =

∑

Z3\{0}
|uk|2|k|e−2k2t0e−2k2(t−t0) ≤ ‖S(t0, u)‖2

V 1/2e−2(t−t0) ∀t > t0.

(72)
Besides, taking into account that for f(y, t0) = ye−2y2t0 the solution ŷ of

extremal problem

max
y≥2

f(y, t0) is ŷ =
1

2
√

t0
and f(ŷ, t0) =

e−1/2

2
√

t0
,

it follows that

‖S(t0, u)‖2V 1/2 =
∑

Z3\{0}
|uk|2|k|e−2k2t0 ≤ e−1/2

2
√

t0
‖u‖2V 0 . (73)

Now (71) follows from (72), (73).
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Using the maximum principle for a heat equation we obtain

‖S(t, u)‖L∞ ≤ ‖u‖L∞ , t ∈ (0, t0). (74)

In virtue of (62),

‖S(t, z0)‖V 1/2 ≤ ‖z0‖V 1/2e−18t. (75)

Relations (69), (71), (75) imply

−Ψ(S(t, z0−λu)) > 3βλ3e−18t−c5(λ2e−20t+λe−37t+e−54t) > 2βλ3e−18t, (76)

for t ≥ t0, and relations (70), (74), (75) imply (76) for t ∈ [0, t0]. We can take
t0 = 1

16 or less. This completes the proof of estimate (64).
The denominator of Φ(S(τ, ·; z0 − λu)) is positive, i.e.

∫
T3

|S(t, z0 − λu)|2dx > 0. (77)

Bounds (64), (77) imply that the function (61) is more than 1, which completes
the proof of Theorem 4.

4 Some Development of Stabilization Theory of Solution
for NPE

In this section we develop the theory whose expozition began in the previous
section. Our main goal is to prepare the necessary basis that will give us the
opportunity to generalize the stabilization theory from NPE to Helmholtz sys-
tem.

4.1 One Corollary of Theorem 5

Our first step is to rewrite estimate (64) in a more convenient form.

Proposition 4.1 Let Ψ(y1, y2, y3) be functional (63), and u(x) be control (49),
(50). Then for each z0 = y0 + Fy0 where y0 ∈ V 1/2 \ M− there exists λ0 =
λ0(‖y0‖V 1/2) such that for any λ > λ0

−Ψ(S(t, ·; z0 − λu))
‖S(t, ·; z0 − λu)‖3V 0

> βe−15t, ∀t ≥ 0, (78)

where β is the positive constant from Theorem 5.

Proof. In what follows, we will use notation ‖ · ‖ = ‖ · ‖V 0 . Since ‖u‖ = 1, we
have

2 = 2‖u‖3 ≥ 2
(
‖u − z0

λ
‖ − ‖z0

λ
‖
)3

= ‖u − z0
λ

‖3 + B, (79)
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where

B = ‖u − z0
λ

‖3 − 6‖u − z0
λ

‖2‖z0
λ

‖ + 6‖u − z0
λ

‖‖z0
λ

‖2 − 2‖z0
λ

‖3 =

‖u − z0
λ

‖2(‖u − z0
λ

‖ − 6‖z0
λ

‖) + 6‖z0
λ

‖2(‖u − z0
λ

‖ − 1
3
‖z0

λ
‖) ≥

‖u − z0
λ

‖2(1 − 7‖z0
λ

‖) + 6‖z0
λ

‖2(1 − 4
3
‖z0

λ
‖) > 0,

(80)

for λ > 7‖z0‖. Hence 2 > ‖u − z0
λ ‖3. Applying this inequality to the right side

of (64) and dividing the obtained inequality by λ3‖u − z0
λ ‖3, it follows that

−Ψ(S(t, ·; z0 − λu))
‖z0 − λu‖3 > βe−18t. (81)

Similarly to estimate (72)

‖S(t, z0 − λu)‖2V 0 =
∑

Z3\{0}
|z0,k − λuk|2e−2k2t ≤ ‖z0 − λu‖2V 0e−2t, ∀t > 0. (82)

Dividing −Ψ(S(t, ·; z0 − λu)) on ‖S(t, z0 − λu)‖3V 0 , taking into account (82) and
after that (81), we obtain

−Ψ(S(t, ·; z0 − λu))
‖S(t, z0 − λu)‖3 >

−Ψ(S(t, ·; z0 − λu))
‖z0 − λu‖3e−3t

> βe−15t. (83)

This proves the estimate (78).

4.2 The Estimate of Stabilized Solution

The main aim of this subsection is to prove the following.

Theorem 7. Let u, z0, y0, λ0 be as in Proposition 4.1, and y(t, x; v) be the solu-
tion of problem (39), (40), (41) with v := y0 + u0 = z0 − λu, λ > λ0. Then,
y(t, x; v) satisfies the inequality

‖y(t, ·; v)‖ ≤ ‖v‖e−t

1 + β
16‖v‖(1 − e−16t)

, (84)

where β > 0 is the constant from Theorem 5.

Proof. Multiplying equation (39) by y(t, x; v) scalarly in V 0 and taking into
account the notations (23), (63) of functionals Φ, Ψ , we get after simple trans-
formation

1
2
∂t‖y(t, v)‖2 + ‖yx(t, v)‖2 − Ψ(y(t, v)) = 0. (85)

Dividing this equality by ‖y(t, v)‖3, we obtain that

∂t‖y(t, v)‖
‖y(t, v)‖2 +

‖yx(t, v)‖2
‖y(t, v)‖3 =

Ψ(y(t, v))
‖y(t, v)‖3 (86)
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Using notation z(t) = 1/‖y(t, v)‖ and taking into account Friedrichs inequality
‖yx‖ ≤ ‖y‖ we derive from (86), the inequality

− ∂tz(t) + z(t) =
Ψ(y(t, v))
‖y(t, v)‖3 − 1

‖y(t, v)‖
(‖yx(t, v)‖2

‖y(t, v)‖2 − 1
)

≤ Ψ(y(t, v))
‖y(t, v)‖3 (87)

Let us transform the right side of (87). In virtue of explicit formula (29)

‖y(t, v)‖3 ≤ ‖S(t, v)‖3(
1 − ∫ t

0
Ψ(S(t,v))
‖S(t,v)‖2

)3 , −Ψ(y(t, v)) =
−Ψ(S(t, v))(

1 − ∫ t

0
Ψ(S(t,v))
‖S(t,v)‖2

)3 (88)

Dividing the second relation of (88) on the first one we obtain that

−Ψ(y(t, v))
‖y(t, v)‖3 ≥ −Ψ(S(t, v))

‖S(t, v)‖3 . (89)

Inequalities (87), (89), (78) imply the estimate

∂tz(t) − z(t) ≥ βe−15t, or z(t) ≥ et

(
1

‖v‖ +
β

16
(1 − e−16t)

)
. (90)

Passing from z(t) to ‖y(t, v)‖ we obtain the inequality (84).

The estimate (84) has important corollaries. To show them, recall the follow-
ing.

Lemma 4.1 There exists r0 > 0 such that for each y0 ∈ Br0 = {y ∈ V 0 :
‖y‖ ≤ r0} the solution y(t, x; y0) of problem (39), (40) with initial condition
y(t, x)|t=0 = y0 satisfies

‖y(t, ·; y0)‖ ≤ c0e
−t, as t → ∞. (91)

Proof. In virtue of the explicit formula (29) and Lemma 2.3

‖y(t, ·; y0)‖ ≤ ‖S(t, ·; y0)‖
1 − ∫ t

0
Φ(S(τ, y0))dτ

≤ ‖y0‖e−t

1 − c1‖y0‖ , (92)

where c1 is the constant from the bound (34). So if we take in (92) ‖y0‖ = r0 =
1

2c1
we get the bound (91) with c0 = 1/c1.

Lemma 4.1 implies that, in order to solve the stabilization problem (39), (40),
(41), it is enough to check that at some instant t0 its solution y(t0, x; y0 + u0)
belongs to the ball Br0 .

Now we prove the following corollary of Theorem 7.

Proposition 4.2 Let y(t, x; v) be the solution of problem (39), (40), (41) from
Theorem 7. Then, there exists t0 > 0 independent of ‖v‖ such that y(t0, ·; v) ∈
Br0 where r0 = 1

2c1
is defined in Lemma 4.1.
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Proof. Removing the summand 1 in the denominator from the bound (84), we
obtain

‖y(t, ·; v)‖ ≤ 16e−t

β(1 − e−16t)
. (93)

Taking into account this bound we should find t satisfying

16e−t

β(1 − e−16t)
≤ r0. (94)

Making the change x = e−t and as in Lemma 4.1 r0 = 1
2c1

, we reduce the deal
to solution of the equation

F (x) := βx16 + 32c1x − β = 0. (95)

Since F (0) = −β < 0, F (1) = 32c1 > 0, and F ′(x) > 0 for x ∈ (0, 1), there exist
unique x0 ∈ (0, 1) satisfying F (x0) = 0. Therefore, for t0 = ln 1

x0
, we get that

y(t0, ·; v) ∈ Br0 with r0 = 1
2c1

.

Thus, Proposition 4.2 establishes some kind of duality between the behavior
of NPS solution with initial conditions from sets of explosions M+ and the
stability M− defined in Subsect. 2.7. Indeed, if y0 ∈ M+ then the norm of solution
‖y(t, ·; y0)‖ blows up at some finite instant t̂, i.e. ‖y(t, ·; y0)‖ → ∞ as t ↗ t̂. In
case v ∈ M− by Proposition 4.2 there exist fixed not big instant t0 and quantity
r0 such that ‖y(t0, ·; v)‖ ≤ r0 for initial condition v with arbitrary big ‖v‖.

Applications of Theorem 7 and Proposition 4.2 will be given in future pub-
lications.
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